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ABSTRACT

Low temperature plasmas are an emerging method to synthesize high quality nanoparticles (NPs). An established and successful technique
to produce NPs is using a capacitively coupled plasma (CCP) in cylindrical geometry. Although a robust synthesis technique, optimizing or
specifying NP properties using CCPs, is challenging. In this paper, results from a computational investigation for the growth of silicon NPs
in flowing inductively coupled plasmas (ICPs) using Ar/SiH, gas mixtures of up to a few Torr are discussed. ICPs produce more locally con-
strained and quiescent plasma potentials. These positive plasma potentials produce an electrostatic trap for negatively charged NPs, which
can significantly extend the residence time of NPs in the plasma, which in turn provides a controllable period for particle growth. The com-
putational platforms used in this study consist of a two-dimensional plasma hydrodynamics model, a three-dimensional nanoparticle
growth and trajectory tracking model, and a molecular dynamics simulation for deriving reactive sticking coefficients of silane radicals on Si
NPs. Trends for the nanoparticle growth as a function of SiH, inlet fraction, gas residence time, energy deposition per particle, pressure,
and reactor diameter are discussed. The general path for particle synthesis is the trapping of small NPs in the positive electrostatic potential,
followed by entrainment in the gas flow upon reaching a critical particle size. Optimizing or controlling NP synthesis then depends on the
spatial distribution of plasma potential, the density of growth species, and the relative time that particles spend in the electrostatic trap and
flowing through higher densities of growth species upon leaving the trap.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0062255

I. INTRODUCTION

Low temperature plasmas are keen alternatives to traditional
liquid phase methods for the synthesis of nanoparticles due to the
unique nonthermal plasma environment." Plasmas are particularly

nanoparticles (NPs) such as group III-V semiconducting materials
and metal oxides that require covalent bonding rather than the
ionic bonding promoted by liquid phase synthesis.” NPs synthe-
sized in plasmas include silicon nanoparticles with high photolumi-

useful for the synthesis of nanoparticles (diameters of a few to tens
of nm) composed of high melting point materials that require crys-
tallization temperatures above which can be sustained in liquid
solvents.” Plasmas also enable the synthesis of compound

nescent yields, gold nanoparticles, and nanostructures used for
solar water splitting and enhancement of solar cells, doped copper
sulfide, and titanium nitride nanoparticles with extended plas-
monic range for use in photocatalysis, gallium nitride nanoparticles
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for electroluminescent and power electronics, and zinc oxide nano-
particles for use in cancer treatment, among others.”™ Plasma pro-
duced NPs have properties (size, luminescence, hardness, and
composition) that are tunable by changing plasma operating
parameters such as power, pressure, gas flow rate, excitation
method, and gas composition.””'" Understanding the relationship
between plasma operating parameters and particle growth, mor-
phology, and composition will lead to optimization of plasma
nanoparticle production techniques and enable the rapid develop-
ment of new and novel nanomaterials.

Nanoparticles have been synthesized in a variety of radio fre-
quency (RF) or DC driven reactor configurations by flowing small
fractions of a metal-containing precursor gas, such as silane (SiH,)
for Si nanoparticle production, in a carrier gas such as argon or
helium. The precursor gas is then dissociated by electron impact pro-
cesses creating radicals in the plasma, leading to nanoparticle growth
by nucleation, agglomeration, and eventually surface deposition. A
three-step growth mechanism has been widely accepted for plasma
produced nanoparticles, though not all aspects are fully understood.
Boufendi and Bouchoule showed that plasma-assisted nanoparticle
synthesis occurs by nucleation, coagulation, and growth by surface
deposition.”” The nucleation phase is characterized by a rapid
increase in the particle size and decrease in the particle concentra-
tion, resulting in crystalline particles a few nm in size. The small par-
ticles coagulate, resulting in larger nanoparticles (~50 nm) that gain
increasingly negative charge and become trapped in the center of the
plasma where the electrical potential is the highest. The growth of
the trapped particles is dominated by surface deposition by radicals,
and particles with diameters from a few hundred nm to a few micro-
meters can be produced. Since particles of the same polarity repel
each other, mechanisms for coagulation are among the most debated
of the nanoparticle growth processes.

Particle charging is thought to be one of the most important
factors contributing to the unique properties and morphologies of low
temperature plasma (LTP) produced nanoparticles. Particles of sizes
greater than a few nm in LTPs typically charge negatively, which pre-
vents sometimes undesired agglomeration due to the NP mutual elec-
trostatic repulsion, leading to a narrower size distribution compared
with other synthesis methods. With most LTPs having a positive elec-
trical potential, charging also results in particle trapping at the center
of the plasma, which can facilitate more growth and heat nanoparti-
cles to temperatures sufficient for crystallization."” Particle charge dis-
tributions are sensitive functions of plasma properties and may be one
of the most useful NP properties for correlating nanoparticle growth
to plasma operating conditions. The number of elementary charges
on NPs span several orders of magnitude with small NPs (<1 nm)
having zero to a few negative elementary charges (and in some cases
positive), while larger nano- and micrometer-sized particles having
several thousands of negative elementary charges.'* Monte Carlo
(MC) simulations performed of particle charging showed that small
particles in LTPs may also carry a small positive charge with the rate
of charge fluctuation decreasing with increasing particle size."” The
charge on small NPs (<a few nm) have stochastic fluctuations that
occur on time scales that are much shorter (10°-10°s™') than the
time for particle charge to reach equilibrium (a few ms).

Several computational investigations of LTP facilitated nano-
particle synthesis have been conducted while also facing several
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challenges. NPs are chemically reactive, nucleating, coagulating,
and grow at different rates dependent on plasma parameters, such
as gas mixture power and residence time, while local reactant den-
sities can vary over the length of a reactor. The polydispersity of
particle size distributions adds a level of complexity and computa-
tional burden. To address the large range of sizes of plasma pro-
duced NPs, many models employ a sectional growth approach,
adapted from the aerosol physics community, in which the particle
size range is divided into bins and a population balance is solved
for each bin.'*'°"'® Each size bin may be further divided into dif-
ferent charge states. Due to the large number of equations needed
to resolve the systems of interest, these models are computationally
expensive and are often zero- or one dimensional. When including
particle charge distributions in sectional models, the computational
burden increases. Monte Carlo (MC) methods have been used to
address these computational scaling challenges and have produced
nano-particle size and charge distributions that agree very well with
experiments.'” With the emphasis on particle properties, these MC
methods often specify the plasma conditions as opposed to com-
puting the plasma conditions from the first principles.

In this paper, we report on results from a computational
investigation of silicon NP synthesis in flowing LTPs with the goals
of clarifying how operating conditions in a cylindrical reactor affect
plasma properties and the resulting impact this has on NP growth
rates. The algorithms used here are less computationally intensive
than sectional models'® while agreeing systematically with their
results. Simulations were performed of inductively coupled plasmas
(ICP) sustained in Ar/SiH, mixtures in cylindrical reactors having
diameters of up to 1.5cm, pressures of 0.25-2.5 Torr, and silane
mole fractions of 0.1% to 50%. The computational platforms used
in the study are a two-dimensional hybrid-multi-fluid plasma
model coupled with a three-dimensional kinetic model for the par-
ticle growth and tracking. Reactive sticking coefficients for silane
radicals onto growing NPs were computed using molecular dynam-
ics methods. The intent of this work is to assess how trapping of
negatively charged particles in the positive plasma potential influ-
ences growth rates and particle size. The ICP system was chosen
since for cylindrical reactors, the plasma potential is quiescent with
locally defined maximum compared to, for example, capacitively
coupled systems. We found that when negatively charged NPs
become trapped near the peak in the plasma potential, the trapping
time can span multiple gas residence times. The particles are
de-trapped when they grow large enough that fluid drag forces
begin to dominate, and the NPs flow out of the reactor. Growth
continues as the NPs flow downstream through a region that is rich
in growth precursors. The charging of the NPs is dynamic, nega-
tive, and increasing in magnitude when trapped in the plasma,
while discharging as they flow downstream.

The models used in this investigation are described in Sec. II.
Trends for the nanoparticle growth with SiH, inlet fraction, gas res-
idence time, energy per particle, pressure, and reactor radius are
discussed in Sec. ITI. Concluding remarks are in Sec. IV.

Il. DESCRIPTION OF THE MODELS

The plasma chemistry and transport of growing nanoparticles
in LTPs depend on multiple lengths and time scales. Investigations

J. Appl. Phys. 130, 163302 (2021); doi: 10.1063/5.0062255
Published under an exclusive license by AIP Publishing

130, 163302-2


https://aip.scitation.org/journal/jap

Journal of

Applied Physics

discussed here were performed by coupling a plasma hydrodynamics
model [Hybrid Plasma Equipment Model (HPEM)] with a
three-dimensional kinetic model for growing nanoparticles [Dust
Transport Simulator (DTS)]. Reactive sticking coefficients employed
in the DTS were computed using molecular dynamic simulations.

A. Reactor scale plasma chemistry model

The reactor scale plasma chemistry and hydrodynamics were
modeled using the Hybrid Plasma Equipment Model (HPEM), a
two-dimensional multi-fluid plasma simulator, described in detail
in Ref. 20. Briefly, the HPEM uses a modular approach to address
the relevant physics using a time slicing technique. In this work,
the Electromagnetics Module (EMM) was used to compute azi-
muthal electric fields and their absorption in the plasma produced
from an antenna powered at radio frequency (RF). Secondary elec-
tron emission from surfaces is addressed in the Electron Energy
Transport Module (EETM), where a Monte Carlo simulation is
used to track their trajectories and generate electron impact source
functions. These source functions are used in the Fluid Kinetics
Poisson Module (FKPM). The FKPM computes separate fluid con-
tinuity, momentum, and temperature equations for each heavy
species (neutrals and ions). Continuity and temperature equations
are solved for electrons assuming a drift-diffusion formulation for
momentum. Rate coefficients for the electron energy equation are
obtained from local solutions of Boltzmann’s equation for the elec-
tron energy distribution. Poisson’s equation for the electric poten-
tial is solved semi-implicitly with each time step in the FKPM for
self-consistency. The full set of equations are integrated for multiple
gas residence times until a pseudo-steady state is reached.

The Ar/SiH, reaction mechanism used in this work is a
concise version from the work by Picard et al.'® with data from
previous works.”””> The species included in the simulation are
listed in Table L. Particle growth is addressed in the DTS, which
feeds back to the FKPM the local values of NP density and charge
on the NPs. These values are then used in the charge balance for
the solution of Poisson’s equation for the attachment (or neutrali-
zation) of electrons and ions on the NPs. In the DTS, Havne’s
P-parameter” "> is much less than 1, meaning that the NP density
is too low to significantly impact the electric potential in the
reactor. For the conditions addressed here, the electronegativity
parameter, oy, the ratio of negative ions to electrons,”® is ~10
where power deposition is large in the vicinity of the antenna. ay,
increases to >1000 downstream as the plasma flows out of the
reactor. This large electronegativity decreases the impact of a low
P-parameter.

TABLE I. Species used in the plasma chemistry model.

Argon and electrons

Ar, Ar(1ss), Ar(1sy), Ar(1s3), Ar(1s,), Ar(4p), Ar(4d), Ar', e
Hydrogen species

H,, H,*, H, H*, H*
Silane species

SiH,, SiHs, SiHy, SiH, Si,He, SixHs, Si,Hs, Si,H,, SiHZ, SiHs, SiHy
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B. DTS and nanoparticle growth model

NP transport and growth were addressed using a three-
dimensional kinetic model, the DTS, embedded in the HPEM. The
implementation described here is built on prior versions of the
DTS””*® and the prior dust particle transport model.”” The DTS
obtains plasma properties from the HPEM, including electric fields,
and species densities, temperatures, and momentum flux fields.
The precursors to NPs are initialized randomly in the plasma and
their trajectories are integrated based on the relevant forces: gravi-
tational, electrostatic, and inter-particle Coulomb forces, ion drag,
viscous fluid drag, thermophoresis, and Brownian motion. The
forces on NP species i are

Fi=Mg+ QE + Zﬁcij + Gion Pion|Vion|
j
6mur;

C(Kn) +F (D)

oL Re, vT
(Vi — 1ir)Cp(Rep) 51 6murviKr Ton

where g is the gravitational acceleration, M, is the mass of the NP,
Q; is the electrical charge of the NP, E is the electrostatic electric
field, and ﬁcij is the Coulombic force between NP species i and j.
The fourth, fifth, sixth, and seventh terms account for the forces
due to ion drag, fluid drag, thermophoresis, and the Brownian
motion, discussed below.

The charge on individual NPs is computed by integrating the
current to the particle surface due to positive and negative ions and
electrons. The current to NP i due to positive ion j, Iijf , negative ion
k, I, and electrons I;, are

2€:: [ON
2Nt ij 9%
I =nriN; q\’ﬁj(l _e_]> )
Iik:”risz q4 [”B—W’keXp <123Tk>’ (3)

8ks T exp ( q%P; ) , (4)

me kgT,

I, = irrizNeq

where 7; is the radius of the NP; Nj, Ni, and N, are the densities of
positive ion j, negative ion k and electrons; g; is the kinetic energy
of ion j; Ty and T, are the temperatures of negative ion k and elec-
trons; mj, my, and m, are the masses of positive ion j, negative ion
k and electrons; kg is Boltzmann’s constant; and ®; is the floating
electrical potential of NP i. These currents result from assuming
Orbital Motion Limited (OML) trajectories for positive ions.’”’’
For small NPs (i.e,, <a few to 10 nm), the currents collected by
individual particles have significant stochastic components.'” In
addition to this stochastic charge collection, there is a computa-
tional complication. For small NPs when using a continuum
approximation, the current flowing to the NP over a typical inte-
grating time step produces less charge than a single electron or ion.
Given these conditions, computing NP charge using continuous
integration of currents to the particles is problematic.

J. Appl. Phys. 130, 163302 (2021); doi: 10.1063/5.0062255
Published under an exclusive license by AIP Publishing

130, 163302-3


https://aip.scitation.org/journal/jap

Journal of
Applied Physics

To address these conditions, a stochastic charging algorithm
was implemented. With this algorithm, the charge collected from
the current of each ion or electron species during an integration
time step is treated as the mean expected value of a Poisson distri-
bution—used to describe discrete, rare events with an unknown
variance. The Poisson distribution expresses the probability of dis-
crete events occurring during a fixed time interval and naturally
arises as the limit of the binomial distribution with an increase in
the number of trials. Sampling from this distribution is done using
a sequential search algorithm™ where a random number is gener-
ated and compared to the probability of i events occurring (P;)
with a mean y,

i—1
Pi=> e*uf ikl (i=1,2...). 5)

k=0

The algorithm is to generate a random number r=[0,1] and
compute P; for increasing values of i until r < P;. When the proba-
bility of the i event exceeds the random number, the number of
events (N) is returned as N=i— 1. The execution time for this
algorithm increases with increasing 4, so for u > 5 the Poisson dis-
tribution is approximated as Gaussian with a variance equal to the
mean. However, for the particle sizes and time steps used in this
work, p is small (typically <1) and the assumptions needed for
sampling from a Poisson distribution are valid. Example output
using the stochastic charging algorithm is shown in Fig. 1. The rel-
ative fluctuations around the mean particle charge decrease with
increasing the particle size, corroborating that fluctuations are less
important for larger sized particles. The frequency of oscillations
increases with increasing the particle size as current to the particle
increases in magnitude, with particle charge changing ~1q per ms
for a 1 nm NP to charge varying hundreds of g per ms for 100 nm
particles.

With charge on the NP, Q;, known, the floating electrical
potential of the NP is obtained by assuming that the NP acts as the
spherical capacitor with capacitance C; with a surrounding sheath
having thickness given by the linearized Debye length, 4,,”

Qi Ti
@, o C; :47rsori(1 +/1—L), (6)
1 7 [ N, N, N'
— _ | —k —|. 7
A\ & (kBTeJrzk:kBTkJrzk:zgf 7

In collisional plasmas, the ion trajectory around the NP pre-
dicted by the OML theory may be interrupted by a charge-exchange
collision. This collision produces a low energy ion, which can be
directly collected by the NP, resulting in a higher ion current and
less negative ion potential.”* For the largest particles and highest
pressures considered here, this additional ion current could make a
contribution, but otherwise, these collisional effects are not
important.

The numerical mesh used to solve Poisson’s equation in the
fluid modules of the HPEM for the electric potential has a grid
spacing that is much larger than the size of individual NPs.
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FIG. 1. Particle charging characteristics. (a) Particle charge (in units of elemen-
tary charge) as a function of particle size (1-100 nm) for particles immersed in
the base case reactor (1Torr, 10 W, 50 SCCM, Ar/SiH,=98/2). The particles
were initialized in the same position in the reactor with no movement to isolate
the charging algorithm. (b) Standard deviation of the charge fluctuations scaled
by the mean particle charge for particle sizes of 1-100 nm. The magnitude of
the relative charge fluctuations decreases with increasing particle size.

To account for the electrostatic forces between NPs, a particle-par-
ticle algorithm was used. Particles interact through their mutual
Coulombic forces shielded by the plasma. The shielded electric
potential of a single NP is given by a spherically symmetric solution
to the Debye-Hiickel equation®

®)

D(r) = D, %exp {— (r— ri)] .

L

The Coulomb force between NP particles i and j at locations sepa-
rated by distance R = |7; — 7}is then

R_(FEEY]
2 (Fi+7)
AL R

> QQi1 /1 1
F(7, rj):ﬁl—z —+—Jexp|—

)

The computational time required to compute the forces
between particles has poor scaling of order N?, so only particle
interactions within a few A, are calculated. This assumption has
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been found to be accurate in previous works due to the exponential
decay in screening with distance.”® Particle positions are directly
compared and particles within 51; of each other are saved as pairs
in arrays. These particles interact over many time steps, while the
list of interacting partners is only updated periodically.

The ion-drag force results from ions having a directed velocity
approaching, for example, a negatively charged NP, and undergoing
a parabolic (positive ion) or hyperbolic (negative ion) orbit about
the NP. The change in momentum of the ion due to this orbital
motion is imparted to the NP. Since the momenta of positive ions
are typically directed toward the boundaries of the plasma, the
ion-drag force usually accelerates NPs toward the boundaries of the
Elasma. In the force due to ion drag, the fourth term in Eq. (1),
¢ion is the average ion momentum flux and |Vipy| is the mean ion
speed, both obtained from the HPEM. The ion-dust momentum
transfer cross section oy, is approximated using a semi-analytic
equation from the work of Kilgore et al.,”

Q?

= . 10
ATTEYEion (10

on = b1l 1+C—2],
e Cl“[ (biAr)?

The values of ¢; =0.9369 and ¢, =61.32 are semi-empirical
constants from the work of Khrapak et al.,”” which were found to
agree well with simulation and modeling results.”***

The forces due to viscous fluid drag [fifth term in Eq. (1)] are
derived for hard sphere particles from classical thermodynamics.” ™"
The driving force for viscous fluid drag is the difference between the
dust particle velocity (¥;) and the advective fluid velocity (iif). In
Eq. (1), Kn is the Knudsen number (mean free path divided by the
length scale), Re, is the particle Reynolds number, and u is the fluid
viscosity,

C(Kn) =1 —l—Kn(a—f—,B)exp(— Klr)’ (11a)
Re 0.01721Re,
Cp(Re,)—L =1+ 0.173Re%®7 4 —— =P 11b
p(Rep) - =1+ % tit 16300Re, " (116)
207:|V: — 1,
Re, — 22l =l (110
u

The constants used in Eq. (11) are listed in Table II, where o,
B, and y are values which depend on the gas-dust surface interac-
tion and are measured experimentally.

The thermophoretic force [6th term in Eq. (1)] results from
the temperature gradient (VT) in the gas surrounding the NP. In
Eq. (1), vy = ulp, is the kinematic viscosity (viscosity divided by
the mass density of the gas), Ky is given by

2Ci[(rglicy) + CK,]

Kr = ,
"7 (14 3C,Kn)[1 + 2(xy/xp) + 2CiKn]

(12)

where is x, is the gas thermal conductivity, x;, is the particle
thermal conductivity, and C,, C,, and C,, are coefficients for
thermal creep, temperature jump, and velocity jumps, respectively.
The values used for these constants are also in Table II.
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TABLE II. Constants used in calculation of fluid drag and thermophoresis forces.

Constant Value Reference
(o4 1.227 41

B 0.42 41

V4 0.85 41

C 220 40, 41

Cs 1.147 40, 41
Cm 1.146 40, 41

kg 0.1799 mW cm ™' K™' 53

K, 1240 mW cm™' K™ 53

The last force from Eq. (1) is an effective force of the
Brownian motion due to random collisions with the background
gas. This force is more important for smaller particles, ~1nm
where the momentum transfer from individual atoms and mole-
cules can be significant, while decreasing in significance with
increasing particle size. The magnitude of the Brownian force is

12
o Mgy (mr}AtvyNy)

8kpT,
F g
IFal -

M,

> Vi = > (13)

where vy, is the average thermal speed of the incident gas molecules
(mass M) and At is the integration time step. Once the magnitude
of the force is computed, the direction of the force is randomized
in polar (6) and azimuthal (¢) directions. The directional compo-
nents of the Brownian force are then

Fp. = ||Fp||cos(6)cos(s), (14a)
Fyy = ||Fp||cos(8)sin(¢b), (14b)
Fp, = ||F3||sin(6). (14¢)

Several new capabilities were added to the model to address
growing dust particles. In previous versions of the DTS, the trajec-
tories of non-growing particles were tracked. Here, the capability to
track the mass and diameter of each dust pseudo-particle was
added. The time rate of change of mass of NP i is given by

a;
dt

8kpT;
Z VNARr? S, Am;, vy = 2, (15)
7 m;

where the mass of dust particle i is M; having radius 7;. The sum-
mation is over all the species j which contribute to dust particle
growth, having thermal speed vj, number density N;, mass m;, and
temperature T;. Quantity Am; is the mass added to the dust particle,
which is not necessarily equal to the incoming radical mass. The
difference would account, for example, the desorption of hydrogen
from a sticking reaction of SiH with the dust particle. S; is the
sticking probability for a collision between the dust particle and the
dust growth species, which will be discussed in Sec. II C.
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In addition to growth by reactive species, a particle agglomera-
tion algorithm was also added to the DTS, which enables two dust
particles to combine due to a collision. The algorithm tracks the
distance between particle pairs. (This value is conveniently already
available from the computation of Coulomb forces.) If the distance
is less than the sum of the particle radii, the particles are combined
into a single NP. The mass and momentum of the two combining
particles are conserved in the new particle. The shape of the new
particle remains a sphere with a radius given by the new mass of
the combined particle and specified mass density. Since the dust
particles are largely negatively charged for the conditions in this
work, agglomeration is a rare occurrence.

C. Radical sticking probabilities

One of the most fundamental data required for modeling NP
growth in a silane containing plasma is the reaction probability (or
sticking coefficient) of silane radicals on the NP. These sticking
coefficients were obtained using molecular dynamics simulations
performed with LAMMPS.* Si,oHss particles were first con-
structed with atomic interactions modeled using a classical reactive
force field”’ in combination with a dynamic charge equilibration
model.**"®  Collisions were simulated between silanes (SiH,,
x =1-4) and the Si,oHss NP. Each Si,gHj¢ species was prepared by
generating five independent conformations in vacuum under
canonical conditions at the target temperature (400 K) by using a
stochastic velocity rescale thermostat.”® To simulate the collisions,
one of these conformations was randomly chosen and the atomic
and the atomic velocities of atoms in the NP were initialized by
random selection from a Maxwell-Boltzmann distribution with the
additional constraint of zero linear momentum for each NP.

SiH, and NP were placed 2.5 nm apart (d,) and a fixed initial
speed v; directed along the line connecting the two centers of mass
was added, resulting in an impact parameter equal to zero. Speeds
were chosen so that the cumulative Maxwell speed distribution was
sampled uniformly at 200 intervals. The system was simulated for a
length of time 7 to satisty 7-v; = 2d,. A total of 25 trajectories
were performed for each value of v;. The time step for integrating
trajectories was 10™* fs as tests showed that longer integration times
did not guarantee energy conservation during collisions.

The evolution of the system was monitored by computing the
composition and the number of clusters at the end of the simula-
tion. Two atoms were assigned to the same cluster if their distance
was less than the van der Waals distance for each pair, namely,
0.44, 0.32, and 0.148 nm for Si/Si, Si/H, and H/H pairs, respec-
tively. Based on the number and composition of the clusters, the
sticking probability p(T, v;) was computed at each temperature, T,
and collision speed v;. Finally, the sticking coefficient was obtained
from

S(T) = Z P(T, v)w(T, v), (16)

where the weights w are based on the Maxwell-Boltzmann
distribution."”

The resulting sticking coefficients are listed in Table IIL
Generally, the probability of a silane radical to be captured by the
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TABLE Il Species sticking coefficients (S;) onto NPs used in this work derived
using molecular dynamics simulation. The technique consists of launching mole-
cules onto a representative SixHss molecule and counting the fraction of chemi-
sorbed impacts. Note that the coefficients for Si,H, species were estimated based
on the number of dangling bonds with reference to SiH, values.

Species S, Tgas
SiH, 0. 400
SiH; 0.125 400
SiH, 0.66 400
SiH 0.945 400
Si2H6 0.

Si,Hs 0.1

Si,H; 0.3

Si,H, 0.66

larger particle decreases with an increase in temperature due to the
average higher kinetic energy that needs to be accommodated after
the collision. The number of free radical sites on the impinging
silane species greatly impacts the probability of sticking. There is
little likelihood of chemically bonding with O radical sites (SiHy,
Sc=0) for the temperature of interest, while there is nearly always
sticking with three radical sites (SiH, S, = 0.945). The sticking prob-
ability is non-linear with free radical sites. Additional sticking coef-
ficients were approximated for Si,Hy species (x = 2,3,5,6) based on
the silane radical data and fractional number of radical sites.

lll. DUST PARTICLE GROWTH IN FLOWING
INDUCTIVELY COUPLED PLASMAS

A. Base case

This work focuses on the consequences of electrostatic trap-
ping on the nanoparticle growth in flowing low temperature
plasma reactors, as have been used in several demonstrations of
plasma synthesis of nanoparticles.”>”"" An inductively coupled
plasma (ICP) reactor was chosen for this work since the plasma
potential is more localized and quiescent compared to capacitively
coupled plasma systems. A schematic of the ICP reactor used in
this computational investigation is shown in Fig. 2. For the base
case, the glass tube cylindrical reactor has a radius of 1 cm and a
length of 8 cm, with electrically grounded boundaries for the inlet
and outlet, as would occur using a metallic mesh. Power is induc-
tively coupled into the plasma from a three-turn antenna delivering
10W at 10 MHz in the base case with an inlet flow of Ar/
SiH, = 98/2 at 50 SCCM. The pressure is held constant at 1 Torr by
adjusting the outlet flow rate. The temperature of the inlet gases
and surrounding reactor surfaces are held constant at 325 K. These
operating conditions correspond to a gas residence time (7) of
33ms and an average energy per particle [defined as flow rate
(molecules s™') multiplied by power] of 2.8 eV, which is 0.5eV
below the average energy of breaking Si-H bonds at 3.3 eV.*

Plasma properties for the base conditions are shown in Fig. 2.
The electron density peaks close to the powered antenna at
8x 10" cm™ and decreases by three orders of magnitude down-
stream by the pump. This decrease is due to the large rate of
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FIG. 2. Reactor and plasma properties for the base case conditions (1 Torr,
10 W, 50 SCCM, Ar/SiH,=98/2). (a) Schematic of the reactor, (b) electron
density, (c) electron temperature, (d) electric potential, and (e) electronegativity
parameter o= [N~)/[e]. The maximum value is shown in each frame. 2 dec or 3
dec indicates the number of decades plotted on a log-scale.

electron dissociative attachment to silane and dissociative recombi-
nation of silane ions, both of which are sources of radicals. The
electron temperature T. is maximum at 4.3 eV adjacent to the
antenna, decreasing moving away from the antenna due to both
elastic and inelastic collisions for the (relatively) high pressure of
1 Torr. T, decreases to 1.5 eV downstream. Plasma potential peaks
at 247V off-axis (0>r>1cm) where the ion production is
maximum. The surface of the dielectric tube charges negatively,
down to —7.7 V at a minimum, to balance the electron and positive
current to its surface. The electronegativity of the plasma is quanti-
fied by ap, which is the ratio of the total negative ion density to the
electron density. ¢ increases from 10 at the peak of the electron
density to 4000 downstream, as electrons are rapidly consumed by
attachment and dissociative recombination.

The dominant positive ion at the peak of the power deposition
is Ar" with a density of 1x 10'>cm™, while the densities of H*
and SiHj are more than an order of magnitude lower. The trend
reverses downstream (flow distance of 7 cm) where the dominant
positive ions are H' and SiHj with densities of 2x10'" and
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FIG. 3. Plasma properties for the base case conditions (1Torr, 10W,
50 SCCM, Ar/SiH, = 98/2). (a) Gas temperature (Tys), (b) SiH, density, (c) SiH;
density, (d) SiH, density, (e) SiH density, (f) H density, and (g) N, (sum of
radical density times sticking coefficient to the NP). The maximum value is
shown in each frame. 2 dec or 3 dec indicates the number of decades plotted
on a log-scale.

3x 10" cm™, respectively. This change in abundance is due to the
increase in the density of SiH, fragments and their availability to
charge transfer with Ar* whose density decays to 3 x 10’ cm™
downstream. The dominant negative charge carrier throughout the
reactor is Si,Hs, with a density of 1x 10" cm™ upstream of the
power deposition zone and 5 x 10'* cm™ downstream.

Gas temperature and densities of SiHy (x=1-4) and H atoms
for the base case are shown in Fig. 3. As silane flows into the
reactor and encounters the region of power deposition under the
antenna, electron impact dissociation depletes its density, decreas-
ing by 2 orders of magnitude from its maximum of 4.1 x 10'* cm™>
by the time the flow reaches the pump. Localized gas heating to
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375K occurs near the center of the reactor adjacent to the antenna,
which produces rarefaction. In addition to electron impact dissocia-
tion, dehydrogenation of SiH, occurs progressively downstream
from collisions with Ar excited states and culminates with SiH
being the predominant radical. The maximum density of SiH;
(2.0 x 10"* cm™) occurs on the upstream side of the plasma zone
where SiH, is first dissociated. Dissociation of SiHj; produces SiH,
whose maximum density (1.1 x 10" cm™) occurs near the center
of the plasma zone. The maximum density of SiH (1.4 x 102 em™)
occurs downstream of the plasma zone following dissociation of
SiH,. The H atom density has a maximum of 1.4 x 10"* cm™ in
the plasma zone, decreasing to less than 10" cm™ by the pump. In
addition to reactions with silane species, H atoms also have the
potential to etch the NPs and so moderate their size, a process not
included in the model. This etching could impact the size of NPs
that are trapped for long times.

To provide guidance on the particle growth potential of the
distribution of Si,H, radicals, we define the reactive density N, as
the sum of the products of radical density and their sticking coeffi-
cients, S.. The reactive density is shown in Fig. 3(g). Higher densi-
ties of reactive species are found downstream, which suggests that
particle growth may be important well outside the region of
maximum power deposition.

Predictions from the DTS are shown in Fig. 4 for the base
case conditions. The sizes of the particles are indicated by the
diameter of the image’s individual particles. The charge on the par-
ticles is indicated by the color of the images. 1000 particles with a
diameter of 1 nm were initialized in the reactor between the turns
of the antenna. Forces acting on the particles produce negligible
movement of the particles on the microsecond timescale
[Fig. 4(a)]. The currents to small particles on these time scales
result in particle charging being dominated by stochastic collisions
with ions and electrons, which leads to a variation in particle
charges. After 0.5 ms [Fig. 4(b)], particles have grown on average to
1.3 nm with charges ranging from 0 to —4q with an average charge
of —1.64. For these sizes of particles and amount of charge, particle
movement is dominated by electrostatic forces as particles act as
large negative ions which seek the maximum in the plasma poten-
tial where they are electrostatically trapped. For these conditions,
the plasma potential is maximum in an annulus centered under the
antenna, which results in a torus of trapped particles. The stochas-
tic charging process results in particles that do statistically become
momentarily neutral or charged positively. Those particles that are
at any time neutral tend to flow downstream due to fluid drag and
thermophoretic forces, the latter that accelerates particles away
from the maximum in gas temperature under the antenna. Those
particles that are momentarily charged positive are accelerated
away from the maximum in plasma potential toward the walls. If
not neutralized before arriving at the wall, the positively charged
particles neutralize by depositing their charge on the wall.

By 4ms [Fig. 4(c)], particles grow to several nm in size and
become more uniform in charge with an average of —5.5q. There is
still a statistical distribution of charges (—124q to 0g) though parti-
cles are almost exclusively charged negatively. Particles form a ring
near the maximum in the plasma potential where the electrical
forces of ion drag and electrostatic acceleration balance. After
several gas residence times [7=33 ms, and t=99 ms in Fig. 4(d)],
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images. The charge on the NPs are color coded, with the range of charge
noted in each frame.

particles grow to nearly 100 nm on the average. The position of the
ring shifts further downstream as the fluid drag force increases sig-
nificantly with the particle size. This fluid drag then balances forces
at a less positive potential in the electrostatic trap in the direction
of the pump. The distribution of particle sizes and charge, and
Coulomb interactions between particles prevent the particles from
converging in a small volume.

Further particle growth results in fluid drag forces dominating
and the particles being pulled out of the electrostatic trap. The par-
ticles then flow downstream [Fig. 4(e)], where the electron temper-
ature T, and the electron density decrease in favor of negative
ions. Particle charging then becomes dominated by collisions with
positive and negative ions which, downstream, have nearly equal
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densities and similar mobilities. These conditions reduce the need
for particle charging as the floating electrical potential trends
toward zero. As a result, the average particle charge also trends
toward zero. In the absence of electrical forces (the ion drag, elec-
trostatic forces, and Coulomb interactions scale with particle
charge), the ring of particles disperses. Growth accelerates down-
stream due to the higher value of N,. By the time of exiting the
reactor, particles spend nearly 47 in the plasma by being trapped by
the plasma potential. This long residence time results in fairly large
particles (>100 nm).

The NP size distribution leaving the reactor is fairly mono-
disperse with less than a 1% standard deviation. We attribute this
narrow size distribution to the initial nuclei that are seeded in the
plasma having the same size. This result implies that broad size distri-
butions may be attributable to a random distribution of nuclei sizes.

B. Inlet SiH, fraction

Lower mole fractions of SiH, in the inlet flow are expected to
produce a more electropositive plasma while increasing silane frac-
tions will trend toward producing an ion-ion plasma. The conse-
quences of inlet silane mole fraction (0.1%-50%) on electron
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FIG. 5. Plasma properties along the axis while varying SiH, inlet fraction from
0.1% to 50%. (a) Electron density and (b) plasma potential. Curves are labeled
with the SiH, mole fraction.

density, plasma potential, SiH, density, and N, are shown in Figs. 5
and 6. Other parameters from the base conditions were held cons-
tant — 1Torr, 10 W at 10 MHz, with 50 SCCM total inlet flow.
Values in Figs. 5 and 6 are shown as a function of axial position
(measured from the inlet) on the axis of the reactor (r=0cm). The
electron density increases with decreasing SiH, inlet fraction due to
lower rates of power loss to non-ionizing collisions (dominantly
dissociation of SiH,) and lower rates of electron attachment to
form negative ions. In all cases, the electron density decreases by a
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FIG. 6. Plasma properties along the axis while varying SiH, inlet fraction from
0.1% to 50%. (a) SiH, mole fraction, (b) density of scaled growth species, N,
and (c) average particle sizes as a function of time. Curves are labeled with the
SiH,; mole fraction.
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factor of at least 10* due to the presence of thermally attaching
SiyH, radicals and dissociative recombination. At lower SiHy frac-
tions (<2%), the dominant ion shifts from SiH3 to Ar" even in the
region of the maximum power deposition. Increasing the SiH,
mole fraction leads to flatter axial profiles in the plasma potential
resulting from the lower electron density and increased electronega-
tivity, while there is an increasingly higher plasma density and
potential off-axis due to more localized power deposition.

The fractional dissociation of SiH, increases with decreasing
inlet mole fraction. Decreasing the inlet SiH, fraction results in
increased gas heating. An increase in T, produces an increase in
plasma potential which, in turn, produces more ion acceleration
leading to charge exchange heating. The higher gas temperature
leads to more rarefaction. The weighted densities of reactive species
N,, shown in Fig. 6(b), increase with increasing inlet fraction,
which should lead to faster particle growth. There is only a small
difference in N, when increasing the inlet mole fraction from 25%
to 50%. By this mole fraction, the production of radicals is limited
by power deposition and not by the availability of silane.

The average particle diameters as a function of time for differ-
ent silane mole fractions are shown in Fig. 6(c). The particle
growth rates increase with increasing SiH, inlet fraction due to the
increase in N,. Particle sizes are shown up to the time that the
(untrapped) particles flow out of the reactor. Particles for the two
lowest fractions of SiH, (0.1% and 0.25%) remain trapped in the
plasma over the total simulation time (500 ms, >107) and do not
flow out of the reactor. The final particle sizes do not directly cor-
respond with growth rates. For example, the final particles sizes are
26.7, 62.7, 42.7, and 86.8 nm for 0.1% , 0.25% , 0.5% , and 1.0%
SiH, fractions. The final particle size results from the integrated
growth during the particle’s entire residence time in the reactor.
The particle’s residence time is determined by the trapping electri-
cal potential in the plasma (larger for smaller mole fractions) and
the densities of growth species (larger for larger mole fractions).
Increasing particle size increases the fluid drag forces, while the
electrostatic force depends on the particle charge and the local elec-
tric field. Therefore, particles reach the critical size, which enables
fluid drag forces to overcome the trapping potential and flow out of
the reactor at different sizes for different silane mole fractions.
Once the NPs escape from the electrostatic trap, they continue to
grow while flowing downstream through regions where N, is large.

For example, the gas residence time is =33 ms in these cases
based solely on the flow rate and volume of the reactor. Accounting
for differences in the position of the maximum in plasma potential,
the NPs particles should flow out of the reactor in ~20 ms after
reaching a critical size where fluid drag overcomes the electrostatic
force. For the base conditions (2% SiH,), particles should take
about 100 ms to reach this size as shown in Fig. 4(d). The time that
the particles flow out of the reactor is 120 ms, as shown in
Fig. 6(c). Decreasing the inlet SiH, fraction increases the trapping
potential while the growth rate decreases. The balance of residence
vs growth rate favors the influence of growth rate, which overall
results in smaller particles.

Increasing the inlet SiH, fraction results in a mix of smaller,
similarly sized, and a few larger particles due to the decreased trap-
ping potential but increased growth rates. The highest inlet frac-
tions have a nearly flat axial plasma potential having only moderate
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trapping, which results in particles flowing out of the plasma in
approximately one residence time. This shorter exposure time to
radicals then decreases the final particle size. However, a few ms of
extra time trapped in the plasma can lead to significantly larger
particles. For example, the particle size increases from 126 to
153 nm in going from 50% to 25% inlet SiH, fraction, the latter
having a more positive trapping potential, while the density of
growth species N, is nearly the same. With particles trapped for
5.0 ms longer for the smaller mole fraction, overall growth is pro-
portionately larger.

Overall, the growth rates of particles in the plasma closely
follow from what one might expect intuitively—increased inlet
mole fraction produces larger densities of growth precursor which
enables higher growth rates. However, the final particle sizes are
ultimately determined by residence times of particles in the pres-
ence of the growth species, which, in turn, are determined by the
trapping of negatively charged NPs in the plasma.

C. Gas residence time (7)

Negatively charged NPs can remain in the plasma for several
gas residence times due to electrostatic trapping, while the total
time spent in the plasma directly impacts the size of the NPs. The
impact of gas residence time (7) was investigated by performing
simulations with 7 in the range of 10-500 ms. The specific input
parameters are listed in Table IV in the Appendix. With constant
power deposition, residence time determines the energy deposition
per inlet molecule, which then affects fractional dissociation and
radical production. To minimize these dependencies, the power
deposition was adjusted (0.67 to 33.3 W) to produce a constant
energy deposition per inlet molecule/atom of 2.8eV. Higher
powers are applied to higher flow rates to maintain the constant
specific energy deposition.

Plasma properties for different gas residence times are shown
in Fig. 7 as a function of axial distance from the inlet on axis
(r=0). Electron densities increase with decreasing residence time
(higher flow rate) due to the higher applied power required to keep
the energy deposition per molecule constant. The electron tempera-
ture has a consistent profile for all cases with a slight trend for
increasing temperature with increasing gas residence time. With
the gas mole fractions, dissociation fraction and gas temperatures
nearly the same (due to the constant energy deposition/molecule),
the self-sustaining electron temperature is also nearly the same.
Since the plasma potential in glow discharges generally scales with
electron temperature, the plasma potential has nearly the same
peak value between the turns of the antenna, while the profile
becomes more uniform along the reactor length with increasing
7 (lower flow rate). This is indicative of transitioning from an
electropositive to an electronegative plasma with increasing gas res-
idence time.

The densities of particle growth species are shown in Fig. 8.
Longer gas residence times 7 (lower flow rates) result in diffusive
transport being more dominant, producing more uniform distribu-
tions of SiH, and reactive dissociation products. With shorter resi-
dence times 7 (higher flow rates) advective transport dominates
with there being less opportunity for diffusion upstream toward the
inlet. As a result, the reactive density N,, for 7=10 ms is negligible
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FIG. 7. Plasma properties along the axis while varying gas residence time from
10 to 500 ms. (a) Electron density, (b) electron temperature, and (c) plasma
potential. Curves are labeled with the gas residence time.

at the inlet with there being larger densities downstream.
Conversely, with =500 ms, the diffusion of reactants upstream is
able to compete with advection downstream, and the distribution
of N, is nearly uniform. However, when integrating along the
length of the discharge, the average value of N, is nearly constant
since the energy deposition per molecule is constant.

Particle diameters as a function of time for different flow rates
(growth rates being the slope of diameter vs time) are shown in
Fig. 8(c). Increasing the gas residence time increases the final parti-
cle size. The fluid drag force scales with the fluid velocity, which
decreases with longer gas residence times (lower flow rates). The
end result is that similarly sized and charged particles are trapped
at the peak of the plasma potential (similar for all flow rates)
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longer for lower flow rates (long 7). Particle growth rates increase
for shorter residence times due to there being higher densities of
reactive species at the location of the particle trap at the peak in
plasma potential at 2.5 cm. However, with the higher flow rates,
the particles stay trapped for a shorter period of time, which
reduces their final size.

D. Energy deposition per particle

Power deposition is one of the primary control parameters for
particle growth as power directly impacts the densities of reactive
species. However, the inventory of reactive species is determined by
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the fractional dissociation of the feedstock SiH,, which, in turn, is
largely determined by the energy deposition per inlet molecule
(Ep). However, even when controlling for E,, electron density and
gas heating can impact particle growth rates and so the final parti-
cle size. A parameterization of energy per particle E, was con-
ducted while varying power from 0.5 W to 25 W, producing values
of E, of 0.14 to 7.0 eV/particle. The range of conditions is shown in
Table V of the Appendix.

The electron density and plasma potential as a function of dis-
tance from the inlet on axis (r=0) for different energy per particle
(E,) are shown in Fig. 9 for otherwise the base-case conditions.
The peak electron density spans 2 orders of magnitude from the
lowest power (0.5W, n,~2x10°cm™>, E% =0.14 eV/particle) to
the highest power (25W, n,~ 3 x 10" em™3, E,=7.0 eV/particle).
The majority of this increase is simply due to the 50-fold increase
in power deposition. Other contributions include the increasing
dissociation of SiH, and increasing gas temperature, both of which
make for less collisional conditions and higher ionization efficiency.
The maximum gas temperature spans 327-465K for 0.5-25W.
The electron density decreases downstream in all cases due to
thermal attachment to radicals, dissociative recombination, and dif-
fusion to the walls.
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FIG. 9. Plasma properties along the axis while varying energy/particle Ep from
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Axial profiles for silane fraction are shown in Fig. 10(a) and
reflect the increasing rates of dissociation and rarefaction with
increasing power. With only 2.5 W (E, = 0.70 eV/particle), the SiHy4
fraction decreases to less than 10% than at the inlet. For higher
powers, the dissociation of SiH, is nearly complete. However, the
fractional decrease is, in part, exaggerated by the increase in the
total density due to the production of dissociation fragments. The
rebound in silane mole fraction downstream can be largely attrib-
uted to H atom consumption. For low powers (0.5W, E, =0.14eV/
particle and 1 W, E,=0.28 eV/particle), the fractional dissociation
of SiH, is smaller and the fraction of H atoms is an order of
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FIG. 10. Plasma properties along the axis while varying energy/particle Ep from
0.14 to 7.0 eViparticle. (a) SiH4 mole fraction, (b) density of scaled growth
species, N, and (c) average particle sizes as a function of time. Curves are
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magnitude (or more) smaller than SiH,. For higher power, the dis-
sociation of SiH, is nearly complete which leads to H fractions
exceeding those of SiH, under the antenna. At 25 W (E,=7.0eV/
particle), the SiH, fraction is 2 orders of magnitude smaller than
that of H atoms (0.004% compared to 0.8%). Once formed, H radi-
cals are reactive and recombine on the walls, decreasing their
density downstream, leaving the reactor with a mole fraction of
0.02%. The end result is an increase in the SiH, mole fraction to
0.01% at the pump.

The densities of the weighted growth species, N,, are shown in
Fig. 10(b) for different E,. The general trend is as expected—N,
increases with increasing power. At powers above 10W
(E, = 2.8 eV/particle), the silane is highly dissociated and N, begins
to saturate. Even with the silane fully dissociated, N, continues to
increase as, for example, SiH; is converted to SiH, which has a
higher sticking probability and so a larger contribution to N;.

Average NP sizes as a function of time for different E, are
shown in Fig. 10(c). As expected, the particle growth rate (slope of
the size vs time) increases with increasing E,, due to the increase in
reactive species densities. The time that a particle spends in the
plasma increases up to an energy deposition of E, = 4.2 eV/particle
or 15 W. [Recall that the data in Fig. 10(c) extends to when the par-
ticles leave the system if not trapped.]. Lower E, produces smaller
local maxima in the plasma potential with lower electron densities.
The confining electric fields are smaller and there is less particle
charging. As a result, fluid drag forces overcome the electrostatic
trapping forces at a smaller NP size, which reduces residence time
and particle size. For E, > 4.2 eV/particle (power > 15 W), the parti-
cles grow faster due to the increase in N,; however, the trapping
potential is also lower, enabling fluid drag to overcome the trapping
potential earlier. This shorter residence time leads to final particle
sizes decreasing for higher powers. Even with faster growth rates, if
the particles are trapped for less time the net growth can be less.

E. Gas pressure

Nanoparticles are typically grown in plasmas having pressures of
half to a few Torr. However, even within this range of pressure, dis-
charge characteristics can vary significantly. The consequences of gas
pressure on the NP growth for a pressure range of 0.25-2.5 Torr were
investigated, with the input parameters shown in Table VI of the
Appendix. The parameters were chosen to have a constant gas resi-
dence time and constant energy per particle. Axial profiles for plasma
properties while varying gas pressure are shown in Fig. 11. The inven-
tory of electrons (volume integral of plasma density) is fairly constant
as the energy/particle is constant. The peak electron density increases
with increasing pressure at the location of maximum power deposition
due to the decrease in electron mean free path (0.34 to 0.03 cm from
0.25 to 2.5Torr at 325K) while the downstream electron density
decreases with increasing pressure. Higher pressures increase the rate
of electron energy loss, thereby confining the region of net positive
ionization to the vicinity of the antenna. The on-axis electron temper-
ature decreases with increasing pressure at the location of maximum
power deposition due to lower rates of diffusion loss. Plasma potential
decreases in magnitude with increasing pressure due to this lower elec-
tron temperature and an increase in electronegativity.
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to 2.5 Torr. (a) Electron density, (b) electron temperature, and (c) plasma poten-
tial. Curves are labeled with the gas pressure.

Axial profiles of silane mole fraction and N, for different pres-
sures are shown in Fig. 12 as a function of distance from the inlet.
The upstream SiH, fraction increases with increasing pressure as
the bulk fluid flow begins to dominate over diffusion—there is less
of a spatial averaging of the depletion of SiH, at higher pressures.
Downstream the trend is the opposite with decreasing silane mole
fraction for higher pressures. With the decrease in the importance
of axial diffusion with increasing pressure, advection dominates the
transport of silane.

The weighted growth species density N,, as shown in Fig. 12(b),
increases with increasing pressure due, in part, to lower diffusion
loses. Average particle diameters as a function of time for different
pressures are shown in Fig. 12(c). The particle growth rate increases
with increasing pressure due to the increase in the densities of
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growth species. Particles are trapped in the plasma for longer periods
with decreasing pressure due to the lower fluid drag forces and
larger plasma potential. At the lowest pressures (0.5 and 0.25 Torr),
the particles remained in the reactor until the end of the simulation
time (500 ms). For the higher pressures typically used to grow parti-
cles, the final particle sizes range between 100 and 120 nm. These
trends may indicate that pressure is not a major factor in determin-
ing particle size (keeping other parameters constant) and could
instead be used to fine-tune the gas residence time and eV/particle.
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FIG. 12. Plasma properties along the axis while varying gas pressure from 0.25
to 2.5 Torr. (a) SiH4 mole fraction, (b) density of scaled growth species, N, and
(c) average particle sizes as a function of time. Curves are labeled with the gas
residence time.
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F. Radius of plasma tube

A large portion of experimental work on plasma synthesis of
nanoparticles has been performed using cylindrical (glass tube)
reactors. As there has been little standardization of reactor specifi-
cations, the consequences of reactor dimensions on the particle
growth were investigated. The tube radius was varied, while
keeping the gas residence time, pressure, and energy per particle
constant. Achieving these constraints requires adjusting both the
input power and the inlet flow rate. The parameters varied in this
study are in Table VII of the Appendix.

The radius of the plasma tube was varied from 0.75 to
1.5cm, while keeping the reactor length 8 cm. The resulting
axial profiles of plasma properties are shown in Fig. 13. With
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FIG. 13. Plasma properties along the axis while varying radius of the discharge
tube from 0.75 to 1.5 cm. (a) Electron density, (b) electron temperature, and (c)
plasma potential. Curves are labeled with the tube radius.
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constant energy deposition per particle, the maximum plasma
density is nearly constant with a maximum occurring off axis
near the antenna from 7.2x10' to 1.0x 10" cm™ for 0.75
and 1.5 cm radius, respectively. The larger rate of radial diffu-
sion with smaller radii produces a larger decrease in electron
density with flow downstream. In a classical glow discharge
with electron losses dominated by diffusion to the walls, elec-
tron temperature increases with decreasing radius to increase
ionization to offset these losses. Since electron losses in the
region of maximum power is a mix of attachment, dissociative
recombination, and diffusion, the electron temperature only
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FIG. 14. Plasma properties along the axis while varying radius of the discharge
tube from 0.75 to 1.5cm. (a) SiH4 mole fraction, (b) density of scaled growth
species, N, and (c) average particle sizes as a function of time. Curves are
labeled with the tube radius.
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modestly increases on axis (3.3-3.6eV) with decreasing radius
while a radius decrease from 1.5 to 0.75cm increases diffusion
losses by a factor of 4. Near the antenna, the electron tempera-
ture is 4.2-4.3eV for all reactor radii. For nearly constant
plasma density and pressure, the electromagnetic skin depth is
nearly constant (~1.9cm) and so power deposition occurs
closer to the axis with smaller tubes. This increase in local
power deposition then contributes to the increase in T, along
the axis. The peak plasma potential relative to the negative wall
potential is nearly constant as a function of the radius of the
discharge tube, having a small increase due to the increase in
electron temperature. Here, the plasma potential relative to the
ground decreases with increasing radius due to the negative
charging of the glass tube.

Silane mole fraction and reactive species density N, for dif-
ferent radii are shown in Fig. 14. With residence time, energy per
particle and pressure constant, the profiles of silane density are
similar. The lower silane mole fraction for smaller radius is
attributable to the electromagnetic skin depth reaching to the
axis with there being more power deposition adjacent to the axis.
(In a perfectly cylindrically symmetric system with purely colli-
sional power deposition, the inductively coupled power on the
axis is zero.). In spite of maintaining energy per particle constant,
there is an increase in density of particle growth species with
increasing radius, likely a result of more wall losses by diffusion
at small radii. The increase in N, leads to a higher rate of particle
growth for larger radii, as shown in Fig. 14(c). The electrostatic
plasma potential traps NP in a ring near the peak plasma poten-
tial adjacent to the powered antenna where the plasma properties
are a weak function of radii. Particles reach similar sizes before
fluid drag dominates, which results in particles with a final size
of %120 nm.

IV. CONCLUDING REMARKS

The trapping of nanoparticles (NP) in low temperature
plasmas largely results from their acquiring negative charge
and being attracted to the maximum in plasma potential. In
ICPs, this maximum occurs in the vicinity of the antenna. In
flowing reactors, the final NP size results from the residence
time of the NP and the local density of radicals that contrib-
ute to its growth. The location of electrostatic trapping of NPs
will depend on other forces (e.g., particle-particle Coulomb
interactions, ijon-drag, and thermophoresis). However, these
forces in ICPs are typically not large enough to remove NPs
from the trap. In flowing plasmas, the particles are generally
removed from the trap by fluid drag when reaching a critical
size. Results from a computational investigation were dis-
cussed to develop scaling laws for the growth of Si nanoparti-
cles in ICPs based on their trapping and ultimately
de-trapping.

The growth rates and final sizes of NPs can be controlled
by tuning the gas residence time and energy deposition per
particle. Small nanometer sized particles charge primarily nega-
tive and are most sensitive (on a relative basis compared to
other forces) to the electrostatic positive plasma potential. This
electrostatic trapping enables small particles to remain in the
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reactor for times exceeding several gas residence times—
growing until a critical threshold in size is reached where fluid
drag becomes a dominant force to remove the particles from
the trap. Once the NPs are entrained in the gas flow, they gen-
erally enter a region downstream in which the density of
growth species is larger, thereby enhancing their growth rates.
The final particle size is then determined by two residence
times—the time the particle spends in the electrostatic trap
and the time the particle spends flowing downstream through
the higher density of growth species, a fraction of the gas resi-
dence time.

The inlet fraction of precursor gas, silane in this study,
directly affects the growth rates of the nanoparticles due to the
increased availability of growth species. However, large SiH, frac-
tions create electronegative plasmas in which the trapping poten-
tial for negatively charged NPs can be significantly lower. This
lower trapping potential reduces the residence time of NPs in the
electrostatic trap, which leads to some unpredictability in final
particle sizes.

When keeping energy deposition per particle constant, gas
residence time can be used to control final particle size. Longer
residence times (lower flow rates) result in lower growth rates
due to there being lower local densities of growth species whose
transport is dominated by diffusion rather than advection.
However, final particle size increases with increasing gas resi-
dence time (lower flow rates) due to the NPs spending much
more time in the plasma. NPs must reach a size where fluid drag
can overcome the electrostatic trapping potential and then flow
out of the reactor over the gas residence time while continually
growing.

Energy per particle Ep directly affects the densities of reactive
species and so the growth rates of nanoparticles. With increasing
Ep (or power for all other parameters remaining constant), produc-
tion of growth species eventually saturates due to the dissociation
of the feedstock gases. Power also to some degree controls the trap-
ping potential for NPs as increasing power decreases the electro-
negativity of the plasma and increases rarefaction. It was found that
these competing factors leave room for optimization—for a given
set of operating conditions, there may be an optimum power or Ep
to produce a given size particle.

When controlling for gas residence time and Ep, nanoparticles
grow faster at higher pressure due to there being higher densities of
reactive growth species. However, the final particle size remained
similar across a range of pressures (0.75-2.5 Torr) due to there
being increased fluid drag and lower trapping potential at higher
pressure which ultimately reduces the residence time of the NPs.
Gas pressure may also be a tuning parameter when the goal is to
keep the NP size constant while varying other properties (e.g.,
core-shell particles).

The choice of the LTP reactor to synthesize NPs having
desired morphological or compositional properties is a multi-
dimensional optimization process. Current best practice has
evolved to use capacitively coupled plasmas (CCPs).”” The
growth of NPs in these systems has been robust and able to syn-
thesize a variety of types of NPs.””">” The plasma potential in
these CCPs, at least in the tubular reactors now commonly used
to synthesize NPs, is less well defined spatially, which leads to
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difficulty in controlling the electrostatic trapping potential that
enables predictable and controlled growth of NPs. With the
plasma potential more localized and predictable in ICPs, avenues
open up to use the electric trap as an incubator for particle
growth, which is then emptied when the NPs reach a critical size.
This capability, perhaps combined with power pulsing, would
provide an avenue to finely control the size of NPs in the range
of 20-100 nm. This advantage diminishes for NPs of less than a
few nm in size when the stochastic charging of the particles may
produce a distribution of negative, positive, and neutral NPs. The
positive and neutral NPs are less controllable due to their inabil-
ity to be trapped.

In addition to control of the size and properties of the
NPs, utilization of the feedstock gases, silane in this case, is
also important in industrial applications. Ultimately, the rate of
production of NPs and cost (in part determined by utilization
of feedstock gases) determine the practicality of industrially
implementing these techniques. Since ICPs typically produce
larger dissociation fractions than CCPs for otherwise identical
operating conditions, the average radical has a higher sticking
coefficient in ICPs compared to CCPs. These higher sticking
coefficients are beneficial with respect to NP nucleation and
growth. However, the higher sticking coefficients are detrimen-
tal with respect to sticking to and film growth on walls, which
is a loss reducing feedstock utilization. In this regard, control
of wall conditions (e.g., temperature) may be important in
reducing film growth and increasing utilization. Here, CCPs
may have an advantage over ICPs in that the average ion
energy striking surfaces is higher in CCPs than ICPs. These
higher ion energies produce higher rates of sputtering of films
on the walls, at least those in the active plasma zone, returning
SiHy radicals to the gas phase that can participate in the parti-
cle growth. An optimized process that takes advantage of the
controlled trapping afforded by ICPs, while limiting the film
growth and increasing utilization might use an ICP operating
in a mixed E-mode and H-mode.” The mixed E-mode/
H-mode operation will produce more energetic ions onto surfa-
ces to the sputter film while not significantly perturbing the
cycle averaged plasma potential.
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APPENDIX: PARAMETRIC OPERATING CONDITIONS

Operating conditions for the parameter sweeps covering
(Table IV) gas flow rate, (Table V) energy per particle, (Table VI)
pressure, and (Table VII) radius of tube.
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TABLE IV. Operating conditions for the parameter sweep varying input gas flow rate
to control gas residence time (z). Input silane fraction remained at 2%.

Pressure Flow rate Power T Energy per
(Torr) (SCCM) (W) (ms) particle (eV)
1 167.8 334 10 2.8
1 66.7 13.3 25 2.8
1 50.0 10 33 2.8
1 41.7 83 40 2.8
1 334 6.7 50 2.8
1 222 4.4 75 2.8
1 16.7 33 100 2.8
1 11.1 2.2 150 2.8
1 8.3 1.7 200 2.8
1 6.7 1.3 250 2.8
1 33 0.67 500 2.8

TABLE V. Operating conditions for the parameter sweep varying energy per parti-
cle. The input fraction of SiH4 remains at 2%.

Pressure Flow rate Power T Energy per
(Torr) (SCCM) (W) (ms) particle (eV)
1 50 0.5 33 0.14

1 50 1.0 33 0.28

1 50 2.5 33 0.70

1 50 5.0 33 1.4

1 50 10 33 2.8

1 50 15 33 4.2

1 50 20 33 5.6

1 50 25 33 7.0

TABLE VI. Operating conditions for the parameter sweep varying gas pressure,
keeping gas residence time, and energy per particle constant.

Pressure Flow rate Power T Energy per
(Torr) (SCCM) (W) (ms) particle (eV)
0.25 12.5 2.5 33 2.8
0.5 25 5 33 2.8
0.75 37.5 7.5 33 2.8
1.0 50 10 33 2.8
1.25 62.5 12.5 33 2.8
1.5 75 15 33 2.8
1.75 87.5 17.5 33 2.8
2.0 100 20 33 2.8
2.5 125 25 33 2.8

TABLE VII. Operating conditions for the parameter sweep varying radius of the dis-
charge tube while keeping gas residence time, energy per particle, and inlet silane
mole fraction constant 2%.

Radius Length Pressure Flow rate Power ¢  Energy per
(cm) (cm) (Torr) (SCCM) (W) (ms) particle (eV)
0.75 8 1.0 28.1 56 33 2.8
1.0 8 1.0 50 10.0 33 2.8
1.25 8 1.0 78.1 156 33 2.8
1.5 8 1.0 112.5 225 33 2.8
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