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Abstract
The improved properties of core–shell nanoparticles (CSNPs) over homogeneous nanoparticles
(NPs) have expanded and diversified the applications of these nanomaterials. However,
controlling the properties of CSNPs can be a challenging task. Low temperature plasmas have
proven to be an effective method of producing NPs with uniform size and morphology, and high
yield. That said, NP transport and growth dynamics are sensitive to LTP properties. We report
on a computational investigation of the evolution of Ge–Si CSNP properties as a function of
operating conditions through the modeling of a flowing, two-zone inductively coupled plasma
(ICP) reactor. Ar/GeH4 and Ar/SiH4 gas mixtures were supplied to separate plasma zones at a
pressure of 1 Torr to promote growth of Ge cores and Si shells. The negatively charged CSNPs
are trapped electrostatically in the vicinity of the antennas where the plasma is generated and
where the majority of particle growth occurs. Particles that grow to a critical size are then
de-trapped by fluid drag due to neutral gas flow. A two-dimensional hybrid plasma model
coupled with a three-dimensional kinetic NP transport model were utilized to resolve plasma
chemistry and NP growth processes that take place on distinct timescales. The trends in CSNP
properties and trapping mechanisms associated with flow rate, applied ICP power and inlet
precursor fraction are discussed. While the spatial distribution of plasma produced radical
species can have significant impact on the NP growth process, the NP transport dynamics are
what ultimately dictates the growth environment that is unique to each particle and so
determines their final dimension and composition. The key to optimizing reactor conditions
involves controlling the spatial density of growth species and plasma profile as a means to tailor
particle trapping dynamics suitable to produce CSNPs for a specific application.
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1. Introduction

Synthesis of core–shell nanoparticles (CSNPs) has been
a focus of research in applications of nanotechnology.
CSNPs potentially have multifunctional capabilities that
homogeneous nanoparticles (NPs) are not able to achieve.
Characterized by an architecture that consists of an inner core
encapsulated by an outer shell, these heterostructured CSNPs
can be made with a wide variety of material combinations to
provide diverse properties such as improved stability, biocom-
patibility, magnetic behavior, catalytic activity, and optical
characteristics [1–4]. The concept of CSNPs was inspired
by the need to enhance the performance of materials at the
nanoscale for a broad spectrum of applications. By select-
ing and optimizing the core and shell materials and dimen-
sions (typically in the sub-10 nm diameter range), researchers
are able to tailor these NPs to suit application requirements
in semiconductor [5–8], biomedicine [9–11] and catalyst [12,
13] disciplines. For example, their low-toxic nature and high
chemical and thermal stability enables CSNPs to be used for
targeted drug delivery [14] and biological labeling [11, 15]
while their desirable optoelectronic properties are being lever-
aged, for example, as solar cell concentrators [16–18]. Ge–
Si CSNPs have been investigated as potential candidates for
floating gate material in metal oxide semiconductor field effect
transistors [19, 20], doping of solar cells [21], and as a ther-
moelectric material [22].

Tailoring of CSNPs for specific applications requires pre-
cise control over their size, shape, and composition. While
NPs with diameters of tens of nanometers can exhibit quantum
confinement due to the formation of discrete energy levels,
introducing a shell around these NPs provides chemical stabil-
ity and limits non-radiative recombination events that reduce
photoluminescence [23]. The degree of core and shell purity,
and the transition between core-and-shell, affects carrier con-
finement and results in varying levels of photoluminescence
quantum yield (PLQY), an important performance metric for
bioimaging and LED technologies. Impurities alter the relative
band alignment between the two components and create trap
states that quench fluorescence and degrade PLQY [24].

Plasma synthesis of NPs and CSNPs leverages a non-
equilibrium, low pressure plasma processing environment that
has several potential advantages over traditional fabrication
techniques such as solution-based synthesis [25]. It is pos-
sible to modify NP properties (size, morphology, composi-
tion) through tuning plasma reactor operating parameters such
as gas composition and flow rate, applied power, pulsing
and pressure [26–28]. Due to the high mobility of negatively
charged electrons in low temperature plasmas (LTPs) com-
pared to positively charged ions, NPs with radii greater than

a few nanometers will negatively charge. The mutual repul-
sion between negatively charged NPs lessens the likelihood
of coagulation, resulting in a monodisperse NP size distri-
bution. In the non-equilibrium plasma environment, electrons
have average energies of a few eV while the gas has temperat-
ures near ambient. The growingNPs interact with the electrons
and ions, and plasma produced radicals through surface reac-
tions (ion-electron recombination, radical attachment) that can
heat the NPs to temperatures exceeding the ambient, leading
to annealing and crystallization of NPs. This in-situ anneal-
ing of, for example, group IV semiconductor materials (Si,
Ge) provides some advantages over liquid-based synthesis [8].
However, excessive heating of NPs in high plasma density sys-
tems can result in particle evaporation and suppression of NP
growth [29].

The high efficiency of direct gas to particle conversion
in plasmas translates to a higher NP yield in plasma syn-
thesis. However, controlling NP properties through tuning of
multiple plasma process parameters is difficult. Minor vari-
ations in operating conditions can result in significant changes
in plasma properties which in turn impact NP properties.
Therefore, establishing relationships between plasma process
parameters and NP properties would be beneficial to improv-
ing plasma reactor and recipe design for novel nanomaterial
production.

Radio-frequency (rf) and DC plasma reactor configurations
have been investigated to produce NPs. Typical conditions are
a cylindrical plasma tube of 1–2 cm diameter, with a few to
tens of Watts of power deposition, sustaining a plasma in a
few Torr of a flowing gas having a residence time of up to
tens of ms. The gas composition is usually a rare gas (such as
argon) with at most a few percent of the NP precursor species
[8, 28, 30–32]. For Ge–Si CSNP synthesis, small fractions of
germane (GeH4) or germanium tetrachloride (GeCl4) in an
argon or helium carrier gas are used to produce germanium
cores while silane (SiH4) or silicon tetrachloride (SiCl4) serve
as precursors for shell growth [8, 26]. The electron impact dis-
sociation of these precursor gases occurs rapidly in the vicin-
ity of the plasma zone to produce radicals that facilitates NP
formation through nucleation and surface growth [33].

Synthesis of Ge–Si CSNPs using a cylindrical, flow-
ing capacitively coupled plasma (CCP) was experimentally
demonstrated by Hunter et al [8]. The reactor used a single
CCP source operating at 50 W and 13.56 MHz. Ar/GeCl4 was
introduced above the plasma source to synthesize Ge cores and
the Si shell was produced by flowing in a Ar/SiH4 mixture
downstream. Collected CSNPs had aGe core radius of approx-
imately 4 nm and Si shell thickness of 1–4 nm depending on
the silane fraction (1%–5%). Hunter et al also produced Si-
SiNx CSNPs using a cylindrical dual-source CCP system [28].

2

http://doi.org/10.1088/1361-6463/adb9f6


J. Phys. D: Appl. Phys. 58 (2025) 155204 Y Gui et al

Ar/SiH4/H2 was flowed through the upper plasma zone, pro-
ducing Si cores while Ar/NH3 was introduced near the lower
plasma zone to promote surface nitridation of the Si cores. The
reactor produced CSNPs with small cores of roughly 1 nm in
radius, a consequence of the higher gas flow speed that limited
residence time in the plasma zone.

Particle charging in LTPs is among the more important
mechanisms that underly plasma synthesis of NPs. The extent
to which a NP can be charged is a function of particle dia-
meter, capacitance and current to the surface of the particle.
Negatively charged NPs experience electrostatic forces and
tend to be trapped in regions of positive plasma potential where
surface growth can occur for an extended period [34]. The
strength and spatial profile of these electrostatic traps affect
particle residence time and, in principle, can be tailored to pro-
duce CSNPs having desired properties.

In this paper, we report on results from a computational
investigation of Ge–Si CSNP synthesis in a flowing LTP
system. The goal of this work is to quantify the impact
of operating parameters on particle trapping, the resulting
CSNP dimensions and composition, and so provide a guide
for experimentally customizing CSNP properties. Simulations
were performed of a cylindrical two-coil inductively coupled
plasma (ICP) reactor with an Ar/GeH4 gas mixture supplied
from a top inlet into the primary ICP zone for germanium core
production and an Ar/SiH4 gas mixture supplied from a down-
stream inlet into the secondary ICP zone for producing the
silicon shell over the germanium cores. The reactor operated
with a pressure of 1 Torr, ICP power of 5–20W, and inlet SiH4

mole fraction of 0.5%–20%. The modeling platforms used in
this work are a two-dimension plasma hydrodynamics model
coupled with a three-dimensional kinetic dust particle trans-
port simulator for particle trajectory, growth and composition
tracking. Sticking coefficient of small silicon hydride radicals
were obtained from molecular dynamics simulations [35, 36].

The emergence of several particle trapping modes occurred
under specific reactor conditions. These modes are character-
ized by distinct particle trapping locations and residence time
in each plasma zone (primary and secondary) as a result of
the dynamically changing NP charge and diameter. Other than
CSNPs having different core-to-shell ratio and diameters, the
core and shell purity (atomic fraction of germanium in core
and silicon in shell) were also influenced by variations in the
spatial distribution of growth species.

The modeling platforms used in this work are described
in section 2. Particle dynamics, size distribution and core and
shell purity as a result of varying inlet flow rate, applied ICP
power, and inlet silane fraction are discussed in section 3.
Concluding remarks are in section 4.

2. Description of the models

The reactor scale plasma chemistry was simulated using
the 2-dimensional (2D) plasma hydrodynamics model hybrid
plasma equipment model (HPEM). NP particle transport and
growth was addressed by the dust transport simulator (DTS)
in conjunction with the HPEM. Sticking coefficient of small

silicon hydride species used were computed by colleagues
using the LAMMPS molecular dynamics simulation platform
[35, 36].

2.1. Reactor scale model and plasma chemistry

The 2D reactor scale plasma chemistry was addressed by the
HPEM, a collection of modules that interact synergistically
to simulate physical processes in LTPs, described in detail
in [37]. Modeling of the ICP investigated here utilized the
electromagnetics module (EMM) of the HPEM that solves
the frequency domain wave equation, derived fromMaxwell’s
equations, producing spatially varying electric and magnetic
fields, and power deposition. The trajectories of electrons pro-
duced by secondary emission from surfaces resulting from ion
bombardment were computed by the electron energy transport
module (EETM) using Monte Carlo techniques. The EETM
also generates electron impact rate coefficients for bulk elec-
trons by solving Boltzmann’s equation using a 2-term spher-
ical harmonic expansion to produce electron energy distribu-
tions. The combined outputs fromEMMand EETM,were util-
ized by the fluid kinetics-Poisson module to determine neut-
ral and charged species densities, momenta and temperatures.
At pressures of a few Torr, a drift-diffusion approximation
was used when solving electron continuity and temperature
equations. Poisson’s equation was solved semi-implicitly to
produce electrostatic fields, which are used for particle trans-
port and in the EETM. These quantities are cycled back to
other modules.

A hierarchical reaction mechanism of silicon and ger-
manium chemistry was developed to enable modeling of
CSNP synthesis. The fundamental Ar/SiH4 chemistry was
based on the work of Picard et al [38] with additional data
from previous studies [35, 36]. Germanium chemistry was rep-
licated from the silicon chemistry due to the lack of experi-
mental data, while transport coefficients considered the mass
of the germanium hydride molecules. Building upon the pre-
vious mechanism, the current reaction set involves silicon and
germanium hydride species up to Si12H26 and Ge12H26. The
large silicon and germanium hydride species were categorized
as either saturated (SixHx + 2, GexHx + 2) or unsaturated/rad-
ical (SixHx + 1, GexHx + 1). Multiple radical species (SixHy,
y = 1 to x + 1) with the same number of Si or Ge were
binned into a single species for computational efficiency. For
example, Si3H7 in the model contains species Si3 to Si3H7.
Reaction rate coefficients and sticking coefficients for the rad-
icals were estimated based on the sum of all sub-radicals under
the main radical species for clusters or molecules having the
same number of Si or Ge atoms.

The availability of dangling bond/free radical sites enables
unsaturated species to stick onto NPs for surface growth
whereas the saturated counterparts are unreactive at low tem-
peratures. The species included in the reaction mechanism
are listed in table 1. The hierarchy of silicon and germanium
hydride species was chosen to end at x = 13, a point where
the molecules have sizes large enough to be considered NPs.
At this cluster size, surface reactions such as sticking of rad-
icals become the dominant growth processes of the particle.
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Table 1. Species in the reaction mechanism.

Argon species and electrons

Ar, Ar(1s5), Ar(1s4), Ar(1s3), Ar(1s2), Ar(4p), Ar(4d), Ar2
∗, Ar+,

Ar2+, ArH+, e

Hydrogen species

H, H∗, H2, H2
∗, H+, H2

+, H3
+, H−

Silicon hydride species

SiH, SiH2, SiH3, SiH4, Si2H2, Si2H3, Si2H5, Si2H6, SixHx+1,
SixHx+2 (x=3−12), SiH+, SiH2

+, SiH3
+, Si2H2

+, Si2H5
+, Si2H6

+,
SixHx+1

+, SixHx+2
+ (x=3−6), SiH2

−, SiH3
−, Si2H3

−, Si2H5
−

Germanium hydride species

GeH, GeH2, GeH3, GeH4, Ge2H2, Ge2H3, Ge2H5, Ge2H6,
GexHx+1, GexHx+2 (x=3−12), GeH+, GeH2

+, GeH3
+, Ge2H2

+,
Ge2H5

+, Ge2H6
+, GexHx+1

+, GexHx+2
+ (x=3−6), GeH2

−,
GeH3

−, Ge2H3
−, Ge2H5

−

Table 2. Sticking coefficient of radicals onto NPs.

Species Sc

SiH3/GeH3 0.125
SiH2/GeH2 0.66
SiH/GeH 0.945
Si2H2/Ge2H2 0.66
Si2H3/Ge2H3 0.3
Si2H5/Ge2H5 0.1
SixHy/GexHy (x=3−12, y=1 to x−1) 0.5

The computation of SiHx (x = 1–3), Si2H2, Si2H3, Si2H5

sticking coefficients Sc were performed by LAMMPSmolecu-
lar dynamics simulation [39, 40]. The sticking coefficients
of larger silicon and germanium hydrides were approximated
based on the average free radical site availability of the mem-
bers in the unsaturated hydride of a given size. The stick-
ing coefficients of radicals are summarized in table 2. The
additional reaction mechanism of large hydrides is listed in
Supplementary Material.

2.2. NP transport in the DTS

The DTS is a kinetic model coupled to HPEM to generate
three-dimensional particle trajectories of NPs in the plasma
reactor while accounting for particle growth and charging.
The current implementation of the DTS is based on prior ver-
sions of the DTS [27]. The detailed workflow of the DTS is
described in [27], and a brief description is given here. On each
call to the DTS, the HPEM provides the spatial distribution of
species temperatures, densities, neutral and ion momenta, and
electric fields. NP nucleation is not modeled by the DTS but
instead, seed NPs (10 000 for this work) were randomly sited
in regions where nucleation events are likely to occur based on
the results of the HPEM. These seed NPs then grow through

sticking of radical species onto the surface or by agglomer-
ation, though the contribution of agglomeration is small due
to the charging of the NPs. Radical species densities required
for calculation of growth rates are interpolated from values at
numerical mesh points provided by the HPEM. The growth
rate of NPs is

dmNP

dt
=
∑
i

4π rNP
2ΓiSc,i △ mi (1)

where mNP and rNP are the mass and radius of a NP. Addition
of mass comes from radical species i that has incident flux Γi,
sticking coefficient Sc and mass △ mi. The growth rate is then
integrated through time to track particle mass, radius, dens-
ity and volume. The DTS does not track the surface cover-
age of physiosorbed or chemisorbed species, which could res-
ult in an overestimation of NP growth rates under ICP condi-
tions. The agglomeration algorithm allows two NPs to com-
bine if the sum of their particle radii is greater than the dis-
tance between those two particles. Mass and momentum are
conserved during the agglomeration process. The NP radius is
derived from the updated particle mass and the average mass
density while assuming the new particle remains spherical in
shape. Surface reactions such as ion recombination or radical
recombination produce heating of the NPs which can have a
significant impact on the growth process under specific con-
ditions (e.g. high plasma density, low thermal conductivity of
the carrier gas). Particle temperature can increase to the point
that NP growth is impeded by evaporation [29]. Particle heat-
ing is not addressed in this study.

For particles having diameters in the nanometer (nm) range,
current collection at the particle surface resulting in NP char-
ging is computed by using orbit motion limited theory. For
small particles with sizes of a few nm, a stochastic charging
algorithm was implemented to prevent non-integer number of
charges accumulating within an integration timestep as might
occur with a continuous charging process. The stochastic
algorithm utilizes the mean expected value of a Poisson distri-
bution to determine charge collection within a timestep. NPs
in LTPs are usually negatively charged due to electrons having
higher mobility than positive ions, however in this statistical
approach, small particles that might support only a few charges
may occasionally be neutral or even positively charged.

Through dynamically tracking particle mass, size and
charge, the fundamental forces of electrostatic, gravitational,
thermophoretic, ion drag, fluid drag force and interparticle
Coulombic forces are considered. The formulation of these
forces used in the model is described in [27]. Briefly, several
factors determine the magnitude of these forces on a given NP,
and in particular the size of the particle affects the strength of
the forces. In addition to this scaling, each force has unique
dependence on plasma properties which vary with position in
the reactor. For example, the electric field strength and ion
flux determine the strength of electrostatic and ion drag forces,
whereas then temperature gradient and neutral gas velocity
dictate the magnitude of thermophoretic and viscous fluid drag
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forces. Assuming the particles are charged negatively, electro-
static forces act in the direction opposite that of the electric
field and ion drag force points in the direction of positive ion
flux which usually flows away from the peak in plasma poten-
tial toward boundaries in the direction of the electric field.
Regardless of particle charge, viscous fluid drag forces point
in the direction of the neutral gas velocity and the thermophor-
etic force accelerates particles against the temperature gradient
(from hotter to colder regions). The forces that determine the
trajectory of a NP through the reactor change with diameter of
the NP and the location of the NP in the reactor.

A composition tracking capability was developed for the
DTS to predict the purity of the core and shell components
of the CSNPs as they traverse different regions of the reactor.
Similar to the particle growth algorithm, the mass fluxes of
distinct materials contributing to growth of the NPs are col-
lected to determine the atomic fraction of that material at
each timestep, which are then integrated to provide the final
core and shell compositions. The transition between growth
of the core and shell occurs when the contributions from ger-
manium and silicon exceed or fall below 50%. For some oper-
ating conditions in which these contributions do not cross 50%
(for example, if Ge dominates growth throughout the reactor),
then the location of the core to shell transition is set to be
midway through the reactor (5 cm height). Integration of the
instantaneous growth contributions from germanium and sil-
icon enables the final core and shell purities to be determined.

The NP growth and particle tracking algorithms used in
the investigation have weaknesses and strengths. This study
couples the 3-dimensional kinetic DTS with the 2D HPEM. In
doing so, the plasma properties from the HPEM that are used
in the DTS are assumed to be azimuthally symmetric. Any
azimuthal asymmetries in particle properties are then aver-
aged when coupling back to the HPEM. Both of these prac-
tices are approximations. In experiments, the density of NPs
may exceed 108–109 cm−3 which far exceeds the capabil-
ity of the DTS to kinetically track individual NP particles.
Consequently, the limit on the number of NPs can lead to over-
prediction of particle growth rates and charge as the deple-
tion of growth species and electrons are likely lower in the
simulation when compared to actual experiments with higher
NP densities. Due to the inclusion of interparticle Coulombic
interactions, the computation time in the DTS roughly scales
with the square of the NP number. For the conditions discussed
here, the integrated HPEM and DTS required 1–2 d to com-
plete for one case with 10 000 particles.

3. Core/shell NP dynamics and composition
tracking in flowing ICPs

3.1. Base case

The impacts of operating parameters including flow rate, inlet
gas fraction and applied power on NP dynamics and core/shell
purity were investigated. Plasma synthesis of NPs in similar
reactor designs as used here has been demonstrated in sev-
eral studies [28, 41–43] using either CCP or ICP sources. The

Figure 1. Reactor configuration and plasma properties for base case
condition of 1 Torr. The top and bottom coil sets are individually
powered at 10 W. Ar/GeH4 = 98/2 at 50 sccm is flowed through the
top inlet. Ar/SiH4 = 98/2 at 20 sccm is flowed through the middle
inlet. (a) Reactor configuration, (b) electron density, (c) electron
temperature, (d) plasma potential and (e) positive ion density.
Maximum value or range of values plotted is noted in each image. 2
dec indicates the number of decades of the log-scale plot.

tradeoffs of using either CCP or ICP are discussed in the con-
clusions section 4. An ICP reactor was chosen for this work
due to the more defined plasma potential profile and quiescent
nature of the plasma in ICPs compared to CCPs. The reactor
is a cylinder consisting of two plasma zones generated by sep-
arate antennae sets to create upper and lower plasma zones
for core and shell synthesis, as shown in figure 1(a). The cyl-
indrical glass reactor spans 10 cm in height and 1.75 cm in
radius. Both the top inlet and the pump were treated as metals
to serve as electrical grounds. Ar/GeH4 = 98/2 was flowed
from the top inlet at 50 sccm to facilitate germanium core
growth in the upper plasma zone and Ar/SiH4 = 98/2 was sup-
plied from the middle inlet at 20 sccm for silicon shell growth
in the lower plasma zone. A lower middle inlet flow rate was
chosen to extend the particle residence time in the vicinity of
the second coil to accommodate growth of thicker shells. The
pressure was kept at 1 Torr by throttling the outflow and the
wall temperature was held constant at 325 K.

Plasma properties are shown in figure 1 for the base case
conditions. The electron density peaks on axis adjacent to
the antenna at 7.2 × 1011 cm−3 and decays by two orders
of magnitude moving away from the antennae region due to
increasing rates of electron impact dissociative attachment
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Figure 2. Density of (a) germanium and (b) silicon growth species
weighted by their sticking coefficients. Germanium growth
dominates in the top half of the reactor while silicon growth
dominates in the bottom regions.

with inlet gases (GeH4, SiH4) and ion-electron recombination.
The electron temperature peaks at 3.5 eV adjacent to the anten-
nae where power deposition is maximum and reduces to 2 eV
away from the antennae as the result of the high inelastic col-
lision frequency at 1 Torr and moderate electron thermal con-
ductivity. The plasma potential peaks at 28 V and off-axis near
the regions of high electron temperature where the ionization
rate is also maximum. Similarly, the positive ion density also
peaks off-axis at 9.4 × 1011 cm−3 where the plasma potential
is most positive.

The densities of silicon and germanium growth species in
the reactor are shown in figure 2. These densities are the sum of
the densities of radicals multiplied by their sticking coefficient
to map the potential for NP growth by germanium and silicon
containing species. The density of GeH4 is largest near the top
inlet however the germanium growth density at that location is
low due to the germane being directly non-reactive with NPs.
The germanium growth density is highest in the vicinity of
the first plasma zone where electron impact dissociation pro-
duces germanium radicals with non-zero sticking coefficients.
As NPs sample different regions of the reactor, their growth
varies in proportion to the growth densities of Ge and Si con-
taining radical species.

The DTS tracks the instantaneous growth contribution from
germanium and silicon as particles traverse the reactor. For
the base plasma conditions, the evolution of particle growth
contributions and transport at different stages of synthesis
are shown in figure 3. Initially, the particles are electrostat-
ically trapped in a disk-shape near the primary coil where ger-
manium core growth dominates. This unique trapping struc-
ture is created by a balance between the axial and radial com-
ponents of the forces. When the particles grow to a critical
size (approximately 3 nm) the axial fluid drag force begins to
dominate the force balance and push the particles down to the
secondary plasma zone where shell growth occurs.

In the vicinity of the downstream shell growth zone, the
particles are charged negatively and are trapped in a toroidal-
shaped structure slightly above the second coil. The toroid of
CSNPs is trapped for approximately 200 ms as the upward
ion drag force balances the downward electrostatic and fluid

Figure 3. Snapshots of NP locations and germanium/silicon growth
contribution at (a) 15 ms, (b) 51 ms, (c) 215 ms, and (d) 257 ms.
The size of circles is scaled to particle size. The color indicates the
degree of growth contribution by either (blue) germanium or (red)
silicon. (e) The average growth contribution from germanium and
silicon as a function of reactor height.

drag forces. The core-to-shell growth transition begins at a
reactor height of about 4 cm where the silicon growth con-
tribution rises above 50%. Silicon growth contributions con-
tinue to increase downstream of the transition point due to the
higher availability of smaller silane species (SiHx, x=1−3),
leading to rapid production of large silicon hydride radicals
(SixHx+1, x=1−12). The average fractional growth contribu-
tions of Ge and Si species along the trajectories of NPs as a
function of reactor height are shown in figure 3(e) for the base
case. Improvements in core and shell purity can be achieved
by controlling the location at which the core–shell transition
occurs. For example, an upward shift in reactor height of the
core-to-shell growth transition point will yield CSNPs having
purer cores and but possibly less pure shells.
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Figure 4. On-axis (a) electron densities (b) electron temperature
and (c) plasma potential as flow rate of Ar/GeH4 through the top
nozzle is varied between 30 to 200 sccm.

The predicted NP properties are commensurate with those
produced by Hunter et al [8] for Ge–Si CSNP, though oper-
ating conditions do differ. The predicted CSNP sizes are lar-
ger than observed by Hunter et al in their dual-plasma source
reactor [28], a condition that is likely attributable to their
shorter residence time.

3.2. Impact of gas flow rate

The primary mechanism for removing NPs from the electro-
static traps is the increase in viscous fluid drag force on the
growing NPs. By varying the gas flow rate through the reactor,
the average particle residence time both in the reactor and in
traps can be controlled by the change in the resulting fluid
drag force. NPs of all sizes experience a stronger downward
acceleration by the increase in flow speed resulting from the
increase in flow rate. However, relative to other forces, larger
NPs are more sensitive to fluid drag.

To quantify the effect of fluid drag on NP properties, the
gas flow rate supplied from the top inlet was varied from 30
to 200 sccm while maintaining 10 W of power deposition
for both plasma zones. All other conditions were the same as
for the base case. Since the applied power was kept constant,
increasing inlet flow rate (reducing residence time) effect-
ively reduces the energy deposition per molecule, which in
turn influences the feed gas dissociation. The on-axis (r= 0)
plasma properties for varying flow rates from the top nozzle as
a function of reactor height are shown in figure 4. The lower

energy deposition per molecule at higher flow rates produces
less dissociation and lower rarefaction by gas heating with
the end result being the power deposition per electron is lar-
ger. For constant power deposition, this leads to a lower on-
axis electron density. The electron temperature increases with
decreasing flow rate due to there being more diffusive trans-
port that occurs at low flow rates while having more rarefac-
tion. Electron loss through diffusion to the wall is higher and
therefore a higher electron temperature is needed for a self-
sustaining plasma. The plasma potential profile follows that of
the electron temperature as plasma potential generally scales
with electron temperature in a glow discharge.

Perhaps the most important impact on NP properties when
varying operating parameters of the LTP reactor is the change
to the particle trapping dynamics. Different modes of NP trap-
ping occurred for low (<60 sccm), intermediate (65–85 sccm)
and high (90–200 sccm) flow rates of Ar/GeH4 from the top
nozzle, as shown in figures 5–7. At low flow rates (figure 5),
germanium cores were initially trapped on-axis where the
axial electric field strength was large enough to balance the
fluid drag force. When the NPs grew to a critical size (2.5–
3 nm radius), the fluid drag force then dominated and flushed
the NPs down to the secondary plasma zone for silicon shell
growth. A ring-shaped structure formed near the secondary
plasma zone. NPs in the ring negatively charge to higher val-
ues as the particles grow, resulting in an increase in the upward
ion drag force. The balance between the axial ion drag and the
electrostatic force enables the NPs to be trapped in the sec-
ondary plasma zone for a prolonged period (approximately
200 ms) before fluid drag de-traps the particles to flow out of
the reactor.

There is a limit to flow control of NP properties. For
example, if one attempts to synthesize CSNPs with larger
cores or thicker shells by reducing the flow rate to increase
residence time, loss of particles to the reactor wall will start to
become an issue. Decreasing the flow rate below 30 sccm in
the model led to more particle losses to the reactor wall which
resulted in lower yield. The higher rate of wall collisions can
be attributed to the higher radially outward ion drag force due
to there being a larger ion flux at lower flow rates. This higher
outward ion drag forces resulted in expansion of the toroidal
trapping structure to the point of colliding with the reactor wall
where, in our model, the NPs stick with unity probability. It is
possible that NPs do not stick with unity probability or can
be returned to the plasma through reactions with neutral or
charged species. However, the return of NPs to the plasma after
sticking to walls is not currently part of the DTS model.

In the intermediate flow rate regime (65–85 sccm), a core-
growth dominated trapping mode with fractional splitting of
CSNPs occurred. An example of this mode with 70 sccm flow
from the top inlet is shown in figure 6. The NPs segregated
into two traps in the primary zone plasma zone. The first batch
of NPs are in a disk configuration about half the diameter of
the tube at the lower edge of the coil set. The majority of the
particles in the second batch, around 87%, were trapped in a
toroidal configuration at the height of the coil set where the
plasma potential is most positive. The splitting of particles
into two traps occurred when NPs with different charge passed
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Figure 5. Snapshots of NP locations when a low top inlet gas flow
rate (30 sccm) is used. The size of the particle is indicated by the
size of the symbol and the color coding. The time and average NP
radius are noted in each frame. (a) NPs are trapped at the primary
plasma zone. (b) Fluid drag de-traps particles. (c) Large negative
charge on the particles allow ion drag to trap particles in a ring
structure in the secondary plasma zone. (d) Fluid drag de-traps
particles from the second plasma zone.

through the center of the coil set. (Recall that the charging of
the NPs at these small sizes is stochastic and statistical, so sim-
ilarly sized particles may have different charge.) More negat-
ively charged particles (Q=−12q) were accelerated upwards
by electrostatic forces and entered a region of upward-pointing
ion drag force (upper half of the first coil set). Themoreweakly
charged NPs (Q = −9q) were trapped in the lower part of
the coil set with downward-pointing ion drag as electrostatic
forces failed to propel them into the upper region.

The first batch of NPs (lower trap) have a short residence
time in the first plasma zone and so flow into the secondary
plasma zone with a smaller core radius. These particles are
trapped in the secondary plasma zone for about 150 ms, sim-
ilar to the particle dynamics occurring in the low flow rate
regime. The first batch of NPs flow out of the reactor sooner
than the second batch, as shown in figure 6(c). Particles in the
second batch (trapped higher in the first plasma zone) experi-
enced tighter trapping due to their rapidly increasing negative
charge, lengthening their residence time in the trap. With the

Figure 6. Snapshots of NP locations when an intermediate top inlet
gas flow rate (70 sccm) is used. The size of the particle is indicated
by the size of the symbol and the color coding. The time and
average NP radius are noted in each frame. (a) NPs split into two
batches at the primary zone, with the first batch being trapped lower
and second batch being trapped higher in the plasma zone. (b) First
batch flows to the secondary plasma zone and gets trapped. (c) First
batch of NPs de-traps. (d) Second batch of NPs flows out of the
reactor without further trapping at the secondary plasma zone.

longer residence time of NPs in the second batch, the particles
grow to a larger size, producing a core of a larger radius. These
large cores arrive at the secondary plasma zone and flow out
of the reactor without any additional trapping, as shown in
figure 6(d).

The particle dynamics at higher flow rates through the top
inlet (90−200 sccm) are more stable and predictable, as shown
in figure 7 for a flow rate of 150 sccm. Trapping of particles
near the upper coil occurs in a single grouping due to the
dominating axially downward fluid drag. After de-trapping
(particle radius of 1.1 nm) from the primary plasma zone, NPs
are trapped on axis near the secondary plasma zone. This trap-
ping occurs for a shorter period of time (50 ms). The fluid
drag force empties the trap with NPs exceeding 4.6 nm in
radius. The NPs are tightly trapped on-axis due to the bal-
ance between the relatively constant (insensitive to flow rate
variation) inward electrostatic force and the reduced radially
outward ion drag and thermophoresis forces. Even with a slip
boundary condition for fluid flow at the wall, at 1 Torr the flow
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Figure 7. Snapshots of NP locations when a high inlet gas flow rate
(150 sccm) is used. The size of the particle is indicated by the size
of the symbol and the color coding. The time and average NP radius
are noted in each frame. (a) NPs trapped near the primary plasma
zone in ring structure. (b) Particles de-traps and flow downstream.
(c) NPs trapped on-axis in the second coil region.

speed (and so fluid drag) is largest on axis, which accelerates
NPs more rapidly out of the trap than if the trapping were to
occur off-axis (toroidal structure).

The normalized probability density functions (PDFs) of the
core radius and shell thickness of CSNPs for different top
inlet flow rates are shown in figure 8. At low flow rates (30–
60 sccm), the core radius increases with increasing flow rate.
The weaker radial ion drag force traps particles in a smaller
ring in the vicinity of the first coil as flow rate increases. As
the axial electric field strength peaks on-axis and is weaker
at larger radius, NPs trapped near the center of the reactor
(or in a narrower ring structure) experience a stronger upward
electrostatic force which opposes fluid drag. As a result, the
NPs are trapped longer and produce a larger core. The split-
ting of particles into multiple traps in for intermediate flow
rate (65–80 sccm) produced a large fraction of CSNPs with
large core radii (peaking at 15.5 nm when applying 70 sccm).
In the high flow rate regime (90–200 sccm), the core radius
decreases as the flow rate increases due to the larger fluid drag
force which shortens trapping time in the Ge growth region.
The range of core radii is not large, as the majority of the
particles have cores of sub-4 nm and are less sensitive to vis-
cous fluid drag forces. The change in the shell thickness when
varying flow rates is more pronounced as the larger NP sizes
in the secondary plasma zone are more sensitive to fluid drag
forces.

A summary of CSNP properties is in figure 9. In general, as
shown in figure 9(a), the shell thickness decreases as flow rate

Figure 8. Normalized PDF of (a) core radius and (b) shell thickness
when varying top inlet flow rate from 30 to 200 sccm.

increases due to the reduced residence time in the second Si
dominated plasma zone. The exception is when particles split
into different groups in the primary Ge dominated plasma at
intermediate flow rates. This is shown by the outlier case at
70 sccm. The radii of the Ge cores (3.1–3.4 nm) tend to be
smaller than the Si shell thickness (13.7–14.3 nm) at lower
flow rates (<60 sccm). At these flow rates, the Si shell growth
is dominated by a longer trapping time (200 ms) in the lower
plasma zone. Core radii and shell thickness are commensur-
ate at higher flow rates (>90 sccm). With the exception of
the outlier, CSNP morphology follows the trend of smaller
particles having more equal core and shell dimensions with
higher flowrate.

With concern that the 70 sccm case is an outlier, this inter-
mediate flow regime was more finely investigated with the
results shown in figure 9(b). First, the initial locations of
particles (height and radius in the reactor) were varied and
the same trapping behaviors occurred.When more finely vary-
ing flowrates, particle splitting into the two batches was nom-
inal at 65 sccm, with only about 1% of the total number of
particles being strongly trapped in the first plasma zone. At
70 sccm, particle trapping switched to core growth dominated
mode. Approximately 87% of the NPs were trapped higher in
the first plasma zone (second batch), producing CSNPs with
large Ge cores and thin Si shells. Particle splitting into the
two traps begins to lessen from 75 to 80 sccm. These res-
ults indicate that there are more stable and less stable operat-
ing regimes. The intermediate flow regime here is an unstable
regime where small changes in process parameters, coupled
with stochastic charging processes, produce chaotic-like out-
comes. This variability is likely amplified by the finite number
of particles used in the simulation, but is also likely a result of
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Figure 9. CNSP properties as a function of Ar/GeH4 flow rate from the top inlet. (a) Average core radius and shell thickness. (b) Average
core radius and shell thickness for intermediate flow rates (65–80 sccm). For each flow rate, the left column is for CSNPs in the first batch
that is trapped lower in the first plasma zone (small core with thick shell), and the right column for the second batch that is trapped higher in
the first plasma zone (large core with thin shell). The percentage of splitting between batches is indicated above each bar. (c) Average
particle growth contribution from Si and Ge species along particle trajectories. (d) Core and shell purity.

operating near the boundary between two stable, but different,
modes of operation.

The average fractional growth contributions along particle
trajectories as a function of location of the NPs (reactor height)
are shown in figure 9(c). Germanium growth dominates near
the primary plasma zone and decreases downstream. Ar/GeH4

flowing from the top inlet through the upper plasma zone loc-
ally produces Ge growth precursors whereas the Si growth
precursors produced in the lower plasma zone must diffuse
against the flow to the top of the reactor. As a result, Ge growth
dominates. Silicon growth begins to dominate adjacent to the
second plasma source due to the Ar/SiH4 introduction from the
middle inlet. There is not 100% utilization of the Ge growth
precursors, and so minor Ge growth contributions continue
downstream.

The core- and shell-purity as a function of flow rate are
shown in figure 9(d). With an increase in top inlet flow rate,
more germane (GeH4) streams into the reactor and the axial
fluid velocity increases, which suppresses silane (SiH4) and
silicon-growth precursors from back-diffusing into the upper
plasma source. The core-to-shell transition point, the location
where Ge and Si contributions intersect at 50%, transitions to
lower in the reactor with increasing inlet flow rates. As a result
of the higher proportion of Ge growth precursors in the upper

portion of the reactor, the core purity increases with increas-
ing flow rate (74% at 30 sccm to 95% at 200 sccm), while
Si growth is less dominant in the secondary plasma zone. A
core and shell transition does not occur for flow rates above
110 sccm. With a flow rate of 200 sccm Ge growth domin-
ates throughout the entire reactor. This trends results, in part,
from silicon species competingwith the increasing flow of ger-
manium species for power to dissociate into radicals in the sec-
ondary plasma zone at large flow rates.

With germanium-containing species dominating, their
densities remain comparable across the flow rates. However,
the silicon containing radical densities decreased from
5 × 1012 cm−3 at 30 sccm to 6 × 1011 cm−3 at 200 sccm.
As a result, shell purity worsens when the GeH4 inlet flow rate
increases (62% at 30 sccm to 21% at 200 sccm). The decrease
in Si purity at the intermediate flow rate (90 sccm) results from
the NP trapping location being higher in the second plasma
zone where Ge growth contributions are higher. In spite of the
more predictable and stable particle trapping modes, shell pur-
ity is compromised at higher flow rates. One strategy to pro-
duce a purer shell would be lowering the germane fraction at
the top inlet or increasing SiH4 fraction at the middle inlet.
The effect of SiH4 fraction on CSNP properties is discussed in
section 3.4.
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Figure 10. On-axis plasma properties as a function of height in the
reactor for ICP powers of 5–20 W in each plasma zone. (a) Electron
density, (b) plasma potential and (c) density of growth precursors.

3.3. Impact of ICP power

NP transport in LTPs can be complex as the transport involves
contributions from several forces with dynamically changing
magnitudes with plasma properties, NP mass and charge.
Charging of NPs plays a critical role in determining the tra-
jectories of NPs and, to some extent, particle residence time,
a factor directly related to growth. The impacts of ICP power
on CSNP properties were investigated by varying the applied
power in both plasma zones from 5 to 20 W while keep-
ing the flow rates at Ar/GeH4 = 98/2 at 50 sccm (top) and
Ar/SiH4 = 98/2 at 20 sccm (middle). The on-axis plasma prop-
erties as a function of power deposition and reactor height are
shown in figure 10. As the power deposition increases, the
plasma density increases as a result of increased rate of ioniza-
tion from 1.3× 1018 cm−3 s−1 at 5 W to 4.2× 1019 cm−3 s−1

at 20 W. The plasma potential (and so depth of electrostatic
traps) is a weak function of power, being nearly constant. A
rise in the fractional dissociation of precursor gases GeH4 and
SiH4 is reflected in the increase in growth species density with
increasing power (3.1× 1012 cm−3 at 5W to 1.4× 1013 cm−3

at 20 W) as shown in figure 10(c). The growth species dens-
ity is the sum of the silicon and germanium containing radical
densities scaled by their respective sticking coefficients.

The level of ICP power produces distinct particle transport
dynamics in the reactor. Different trapping modes occurred
at low (<5 W), intermediate (5.5–8.5 W) and high power
(>9 W). The differences in the trapping modes are in part a

Figure 11. Snapshots of NP dynamics for 5 W of ICP power. The
time, average radius and charge are noted in each image. The size of
circles is scaled to the particle radius. The color gradient indicates
the magnitude of charge on the particles. (a) Small particles are
initially trapped in a ring and (b) form a ‘bowl-like’ structure as NPs
grow larger. (c) NPs de-trap while (d) largely staying on-axis for
shell growth downstream.

consequence of the charging dynamics of the NPs. Particles
dynamics are shown in figure 11 for an ICP power of 5 W.
Particles are initially trapped in a ring structure in the upper
plasma zone. As NPs grow in size, they accumulate charges
(−6q at 1 nm to−31q at 4.8 nm) and experience strengthened
electrostatic traps, as shown in figures 11(a) and (b). After
approximately 200 ms of core growth, a bowl-shaped struc-
ture emerges (figure 11(b)) with heavier and weakly charged
particles being trapped further downstream at the bottom of
the bowl due to the greater fluid drag force and weaker elec-
trostatic forces on axis. The contour of the bowl traces out the
locations where the electrostatic forces balance the ion drag
force for NPs of a given size and charge. Once the particles
have grown to a critical size (>6.5 nm) fluid drag dominates
and NPs flow to the second coil.

The particles aremostly trapped on axis near the second coil
due to the stronger radial electrostatic force compared to ion
drag force that accelerates negatively charged NPs towards the
axis. Particles grow (6.6 nm to 12 nm) and charge more negat-
ively (−32q to −45q) as they cross the second coil region on
axis. For a few hundred milliseconds, these negatively charged
NPs are trapped a few centimeters above the outlet where the
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Figure 12. Snapshots of NP dynamics for 7 W of ICP power. The
time, average radius and charge are noted in each image. The size of
circles is scaled to the particle radius. The color gradient indicates
the magnitude of charge on the particles. (a) Particles trap in a ring
during core growth with minor splitting occurring. The first batch of
NPs is trapped lower and second batch is trapped higher in the first
plasma zone. (b) Particles in the first batch detrap to the secondary
plasma zone. (c) Strong trapping force enables longer trapping in
the primary zone. (d) Particles flow downstream without trapping at
the secondary coil.

upward pointing electric field is the strongest (figure 11(d)).
The NPs reside in this trap until pulled out of the trap by fluid
drag.

With an intermediate power (7 W, figure 12), particle split-
ting into two batches occurred in a similar fashion as observed
at intermediate flow rates. The majority of the NPs are trapped
in a ring structure in the upper region of the primary plasma
zone for a prolonged period (700 ms). The NPs grow (0.5 nm–
16.6 nm) while collecting charge (−1q to −108q), which res-
ults in the electrostatic trap strengthening due to the increas-
ing ion drag force. Eventually, the fluid drag force domin-
ates and particles flow downstream to the shell synthesis zone.
Due to the large Ge core that has been produced in the top
plasma zone and the middle inlet introducing more flow, there
is little trapping of particles near the secondary plasma zone
as the fluid drag force dominates. Statistically, a few particles
charge in such a manner that they are trapped lower in the first
plasma zone, causing them to detrap sooner than the particles
in the ring structure. These statistical outliers contribute to
non-monodisperse distribution of NP properties.

The NPs that assemble in a ring adjacent to the lower
antenna near the wall have little charge whereas the particles
in the ring away from the lower antenna are highly negat-
ively charged. Near the reactor wall, the electron temperature
is lower and negative ion density is higher. The electronegat-
ivity (negative ion density compared to electron density) is 0.2
on axis (negative ion density 1.1× 1011 cm−3) and 1.5 off axis
(negative ion density 2.5× 1011 cm−3). These conditions res-
ult in a lower negative charge on NPs as they pass through the
secondary plasma zone.

At high ICP powers (>9 W) the modes of particle trapping
stabilize in a manner similar to those at high flow rates. NP
properties are shown in figure 13 for ICP power of 15 W. Ge
core growth occurs in the primary plasma zone where NPs are
trapped until fluid drag forces dominate and de-trap the NPs.
The NPs are then trapped in a ring 0.5 cm above the second-
ary antenna where shell growth occurs and the particle charge
increases. Particle growth occurs quickly as the total density
of growth species increases with power deposition. After less
than 100 ms, the particles achieve a critical size (9 nm) and
flow down to the secondary zone in a broad toroidal structure.
The larger, more highly charged particles are more susceptible
to thermophoretic and ion drag forces and the trapping loca-
tion expands to a larger radius in the reactor. Particles lose
their charge when emerging from the second plasma zone and
little to no trapping occurs downstream. The widening of the
ring shaped trapping structure at higher power results from the
increasing radially outward ion drag force. This widening of
the trap also increases losses to the walls and so is detrimental
to CSNP yield. Approximately 10%ofNPs are lost to thewalls
at 15 W and 90% are lost at 20 W of ICP power. Nearly all
particles (99.8%) are lost at 25 W.

The distributions of the core radius and shell thickness are
shown in figure 14 for ICP powers of 5 W to 20 W. NPs are
trapped near the bottom of the primary plasma zone during Ge
core growth due to the increasing downward ion drag force.
As a result, the core tends to be smaller at larger applied power
(2.8 nm at 15 W and 6.2 nm at 5 W). An exception occurs for
the intermediate power (7 W) where NPs are trapped in the
upper portion of the primary plasma zone where the ion flux
and ion drag force are pointed upwards. The core radii across
all ICP powers tend to be mono-disperse, indicating an abrupt
transition from NPs being trapped and being de-trapped.

Generally, the thickness of the shell follows a similar
trend of decreasing thickness with increasing power. Larger
core radii tend to correlate with thinner shell thickness. The
ion drag forces are larger at higher ICP power, which com-
bined with the increased fluid drag forces acting on the lar-
ger core particles, reduce the residence time of those NPs in
the Si-dominated lower plasma zone. This reduced residence
time results in thinner shells. The thicknesses of the shells are
less monodisperse than the cores, a consequence of more vari-
ability in trapping times and trajectories of NPs in the lower
plasma zone.

The final particle dimensions (core radius and shell thick-
ness) as a function of ICP power are shown in figure 15(a).
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Figure 13. Snapshots of NP dynamics for 15 W of ICP power. The
time, average radius and charge are noted in each image. The size of
circles is scaled to the particle radius. The color gradient indicates
the magnitude of charge on the particles. (a) Particles are trapped in
a disk during core growth. (b) Particles are trapped in the second
plasma zone. (c) De-trapping occurs and particle assemble into a
wide ring.

Figure 14. Normalized particle distribution functions (PDFs) of (a)
core radius and (b) shell thickness when varying ICP power in each
source from 5 to 20 W.

At low ICP power, the particle sizes tend to be smaller as
the trapping locations are generally on-axis. With the pres-
sure being high enough that there is little slip at the walls,

the fluid velocity is maximum on axis. The higher speed then
more rapidly de-traps particles on axis, shortening their resid-
ence time for growth. For intermediate ICP power, the com-
bination of higher radical density and longer trapping time
increased the core radius by more than a factor of 2 and
increased the overall particle size. However the larger particle
is more susceptible to fluid drag, which lowers residence time
in the lower plasma zone, producing a thinner shell. At high
ICP powers (10–20 W), NP radius decreases with increas-
ing power as a consequence of the shorter trapping times
of NPs in larger diameter toroids, which in turn decreased
particle residence time and promoted particle losses to the
walls.

CSNPs produced with the intermediate ICP power of 7 W
tend to split into two separate batches due to statistical vari-
ation in charging and force dynamics, as shown in figure 12.
The trapping behavior of the first batch of NPs is shell growth
dominated, similar to the trapping observed with low and high
ICP power. Trapping occurs momentarily (tens of ms) near the
bottom half of the first plasma zone before the particles flow
down to the secondary plasma zone where they are trapped
for longer duration (hundreds of ms), producing CSNPs with
small cores and thick shells. The second batch of particles ini-
tially move to the top half of the first plasma zone as they
are highly charged. These particles are trapped for hundreds
of ms by the upward ion drag force. Once these NPs achieve
a large critical size (17–19 nm), they flow down to the sec-
ondary plasma zone where little to no trapping occurs. The
second batch of CSNPs have much larger cores and thinner
shells when compared to the first batch, and they are usually
larger in overall size as they reside in the reactor for a longer
period of time. Simulations were performed for finer grada-
tions in power in the vicinity of 7 W and the results are shown
in figure 15(b). The core growth dominated trappingmode per-
sists throughout the range from 6 W to 8 W. The percentage
split between the first and second batches of CSNPs changes
for different ICP powers. The trapping slowly transitions to
a stable shell growth dominated mode below 6 W and above
8 W as the particles splitting becomes less significant (0.1%–
4% NPs in stable shell growth dominated trapping mode).

The impact of varying ICP power on the core and shell
purity is shown in figures 15(c) and (d). Dissociation of inlet
gas to produce Ge containing growth radicals increases with
increasing ICP power while back diffusion of Si containing
species decreases due to gas heating. Consequently, the ger-
manium growth contribution near in the primary plasma zone
increases as power increases while that from Si decreases.
The transition between Ge and Si dominated growth occurs at
nearly the same location in the reactor as a function of power.
Since the flow rates and inlet gas fractions are constant, the
densities of Ge and Si growth species scale similarly with
power. However, since the top inlet flow rate of Ar/GeH4 is
two and a half times that of the middle inlet flow of Ar/SiH4,
there is a disproportionate increase in Ge precursor flowing
downstream with increasing power, which decreases Si shell
purity.
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Figure 15. CNSP properties as a function of ICP power. (a) Average core radius and shell thickness. (b) Average core radius and shell
thickness for intermediate power (6–8 W). The left column is for CSNPs in the first batch trapped primarily in the secondary plasma zone
(small core with thick shell), and the right column for the second batch trapped primarily at the first plasma zone. (Large core with thin
shell). The split percentage is indicated above each bar. (c) Average particle growth contribution from Si and Ge species along particle
trajectories. (d) Core and shell purity.

Figure 16. On-axis plasma properties as a function of height in the
reactor for inlet silane fractions of 0.5% to 10%. (a) Electron density
and (b) plasma potential.

3.4. Impact of inlet silane fraction

The impact of varying Ar/SiH4 gas composition flowing into
the reactor from the middle inlet was investigated. The inlet

flow mole fractions were varied from Ar/SiH4 = 99.5/0.5
to Ar/SiH4 = 90/10 while keeping the ICP power (10 W
in each source) and flow rates constant (50 sccm top and
20 sccm middle). The on-axis plasma properties when vary-
ing silane fraction are shown in figure 16. An increase in
silane flow rate increases the non-ionizing power loss by
electrons dissociating silane into radicals for particle growth.
With these non-ionizing processes leading to electron power
losses that otherwise could be utilized for ionization, the elec-
tron density decreases with the increase in silane inlet frac-
tion. The electron density decreases from 8 × 1011 cm−3 at
Ar/SiH4 = 99.5/0.5 to 4.2 × 1011 cm−3 at Ar/SiH4 = 90/10.
The magnitudes of the change in electron density in the
primary and secondary plasma zones are similar (though
higher for the secondary plasma zone), which indicates the
backflow of silane upstream is not negligible. Introducing
more silane also allows for larger rates of formation of negative
ions (SiHx

−). The on-axis plasma potential peaks with smal-
ler values for higher silane fractions, as shown in figure 16(b),
which reflects the lower electron temperature and higher
electronegativity.

The NP trapping dynamics for low silane fractions
(0.5%–2%) are stable without there being splitting or
strengthened trapping in the primary plasma zone, as shown
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Figure 17. Snapshots of NP dynamics for (a)–(c) 1% and (d)–(f) 10% SiH4 inlet fraction. The time, average radius and charge are noted in
each image. The size of circles is scaled to the particle radius. The color gradient indicates the magnitude of charge on the particles. Particle
trapping mode switches from shell- to core-dominated growth when the SiH4 inlet fraction was increased from 1% to 10%.

in figures 17(a)–(c). For 1% SiH4, NPs initially form a tor-
oidal structure in the upper plasma zone, growing to a critical
radius of 2.8 nm before flowing downstream. Particles then
are trapped in a wide torus 0.5 cm above the secondary coil
for about 230 ms. The wide toroidal structures formed with
high ICP powers and low flow rates led to particle losses to
the wall and reduced CSNP yield. However, few particles are
lost to the walls at low silane fractions even when the torus
is the widest. At low silane fractions, the radial thermophor-
etic force is weaker as a result of reduced gas heating in the
secondary plasma zone, which then reduces the forces driving
particle collisions with the wall.

When increasing silane inlet fraction to above 5%, the
particle trapping mode shifts to be more core-growth domin-
ated, similar to particle dynamics at intermediate flow rates
and power (figures 6 and 12). At 10% inlet silane fraction
(figures 17(d)–(f)), the large average negative charge (−18q)
on the particles resulted in electrostatic force accelerating
the particles to the upper half of the primary plasma zone,
as shown in figure 17(d). The trapping then proceeds to
occur a few cm above the top coil set where ion drag force
is pointing upwards. The increase in the upward ion drag
force, combined with the smaller off-axis fluid drag, traps
the particles for a prolonged time (approximately 380 ms) in
the primary plasma zone for core growth. Fluid drag eventu-
ally de-traps these large Ge cores towards the shell growth
region. However, these particles experience no further trap-
ping due to their large size (17.6 nm) and flow out of the
reactor.

The core and shell size particle distribution functions
(PDFs) as a function of silane inlet fraction are shown in
figure 18. For lower inlet silane fractions (0.5%–2%), the
Ge core radius is nearly constant (3–3.5 nm radius). NPs

Figure 18. Normalized particle distribution functions (PDFs) for (a)
core radius and (b) shell thickness when varying silane inlet fraction
from 0.5% to 10%. As inlet fraction increases from 0.5%–2%, core
and shell dimensions increase. Between 5 and 10% inlet fraction,
core and shell dimensions decrease.

are trapped near the bottom of the primary plasma zone
during core growth. Since the electric field strength and
electrostatic force near the primary antenna are similar at
low silane fractions, there is little change in the trapping
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time. At higher silane fractions (5%–10%), large cores were
produced as the particles were trapped near the top half
of the first coil set where the axial ion drag force points
upwards.

Shell growth in the secondary plasma zone strongly
depends on the charge of the NPs and their trapping loca-
tions. For silane fractions of 0.5%, 1% and 2%, the max-
imum charge of particles trapped in the secondary plasma
were −83q, −89q and −94q. A larger average charge pro-
duced a stronger electrostatic trap and longer particle res-
idence time in the shell growth region. The increase in NP
growth rate with increasing silane fraction, combined with the
stronger electrostatic trapping, results in the CSNP shell thick-
ness increasing from 11.9 nm to 13.7 nm for silane fractions of
0.5%–2%. At larger silane fractions (5%–10%), CSNPs were
produced having thin shells (1.4 nm at 5% and 0.9 nm at 10%).
With large core sizes, fluid drag forces sweep the particles
through the secondary plasma zone without trapping reducing
residence time in the shell growth zone.

The general trend of increasing CSNP size with increasing
inlet silane fraction is shown in figure 19(a). The radius of the
core increased between 2% and 5% silane fraction due to the a
transition to strong trapping in the primary core growth zone.
At 10% silane fraction, the higher growth rate afforded by the
higher silane fraction could not compensate for the reduction
in particle residence time in the secondary plasma zone, which
further thinned the shell.

The average fractional growth contribution from silicon and
germanium species, and resulting core/shell purity are shown
in figures 19(b) and (c) when varying silane inlet fraction
from 0.5% to 10%. Increasing silane fraction flowing from the
middle inlet led to a higher density of silicon radicals in the
secondary plasma zone (2.2 × 1012 cm−3 for 0.5% SiH4 to
5.8 × 1012 cm−3 at 10%). This higher density of silane radic-
als, and their diffusion upstream, resulted in the core-to-shell
growth transition point shifting upwards in the reactor. The
increasing flux of silane radicals resulted in a decrease of 38%
in Ge core purity while enabling a nearly equal increase (34%)
in shell purity. The increase in shell purity and decrease in
core purity saturates above a silane fraction of 5%. At this
point, the silane radical production is limited by the power
deposition.

4. Concluding remarks

The synthesis of Ge core and Si NPs (CSNPs) in a two-
zone cylindrical ICP reactor was computationally investig-
ated through dynamic tracking of particle growth, charging
and their transport. Ar/GeH4 was injected through the top
of the reactor with the primary (upper) ICP intended for
Ge core growth. With Ar/SiH4 introduced at the center of
the reactor, the secondary (lower) ICP zone served primarily
for shell growth. The plasma dynamics (ion fluxes, electron
temperature, gas heating, plasma potential) in each plasma
zone provide opportunities for trapping that contribute to

Figure 19. CNSP properties a function of silane inlet fraction. (a)
Average core radius and shell thickness. (b) Average particle growth
contribution from Si and Ge species along particle trajectories. (c)
Core and shell purity.
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synthesizing larger radii cores and thicker shells. That said,
the growth of the core and shell are not independent. De-
trapping of particles typically results from fluid drag on larger
particles. A large core particle produced in the upper plasma
zone that is de-trapped and entrained in the gas flow may
then have a shorter residence time in the lower plasma zone,
producing a thinner shell. The forces acting on NPs (elec-
trostatic, ion drag, fluid drag, thermophoretic, gravitational,
and interparticle Coulombic force) dynamically change with
changes in reactor conditions and uniquely depend on particle
size. Varying gas flow rate, ICP power and inlet silane frac-
tions resulted in individual forces increasing (or decreasing)
which combined with their dependence on size of the NP res-
ulted in NP properties (core size, shell thickness, core/shell
purity) being sensitive to small changes in operating condi-
tions. While it is most often the case that fluid drag is the
major force behind the removal of CSNPs from the reactor
as they grow, flow rate is not the only the particle dynamic
that determines residence time. For example, a slightly steeper
temperature gradient (perhaps through changing ICP power)
and larger thermophoretic force can translate a particle into a
region of the reactor where the particle charge will increase,
which in turn increases the ion drag and electrostatic forces
acting on it, creating a cascading effect on the evolution of
particle trajectory.

Two primary trapping modes were observed—core- and
shell-dominated growth modes. In the core-dominated growth
mode, particles are initially trapped in the upper portion of the
primary ICP zone for an extended period. The axially upward
ion drag force creates strong traps that produced CSNPs with
large cores and poly-dispersed thin shells. Shell-dominated
growth mode occurs when particles quickly de-trap from the
upper plasma zone and are subsequently trapped in the second-
ary plasma zone where thicker shells are produced. Apart from
these two modes, particles also split into batches (accumula-
tion in sub-traps) with some particles de-trapping earlier than
the others. These spatially diverse traps result in non-uniform
size distributions of cores and shells and what appears to be
chaotic behavior. The source of the chaotic behavior appears
to be stochastic charging of the particles that will transport
particles into different regions of the reactor characterized by
unique trapping dynamics. Loss of CSNPs to the walls of
the reactor typically occur when ion drag and thermophor-
etic forces broaden toroidal traps to the point that particles are
pushed into the walls.

When varying gas flow rate, stable and unstable growth
regimes occurred. Generally, increasing gas flow rate reduces
particle residence time in the reactor due to increasing fluid
drag force, resulting in smaller CSNP size, with shells thin-
ning more rapidly than the core radii decrease. At interme-
diate flow rates stochastic particle dynamics produced spa-
tially distinct trapping zones, which produced chaotic particle
properties. Core purity improves with higher flow rate that
diminishes back diffusion of silane radicals into the upper
plasma zone while shell purity worsened due to greater mix-
ing of germane and silane gas in the secondary plasma zone.
ICP power impacts the dissociation fraction of precursor gases

and plasma density, which in turn produces different char-
ging environments at varying ICP power levels. A trend of
decreasing CSNP size with increasing ICP power is partly
attributable to less charging of particles in the periphery of the
reactor. Core purity improves with increasing power but the
shell purity decreases simply due to the higher availability of
Ge precursors.

Varying SiH4 fraction at the middle inlet directly impacts
the growth species density near in the shell synthesis zone.
A stable, shell-dominated trapping mode occurred at low
SiH4 fractions. Transition into core-growth dominated trap-
ping occurs at larger SiH4 fractions as the cores were
charged more negatively and trapped for longer periods.
Increasing SiH4 fraction through the middle inlet resul-
ted in less pure cores but improved shell purity. At high
SiH4 fractions, the core and shell purity plateau as the
ICP power, instead of precursor availability, begins to limit
growth.

From the parametric studies discussed here, there are
tradeoffs that likely need to be made when tuning parameters
(e.g. flow rate, power) with the end goal being to synthesize
CSNPs of a certain dimension or purity. Often, the optimized
parameters to produce CSNPs of a certain size come at the
expense of the CSNP purity, or vice versa. If the goal is to
control the core and shell dimensions, controlling the inlet flow
rates can produce predictable results without significant com-
promise on core and shell purity. Among the three parameters
investigated here, tuning the inlet silane fraction had signific-
ant impact on the purity of the core and shell components while
having a weak effect on the CSNP component dimensions.
This discussion of control of CSNP properties was based on
a fixed reactor configuration. However, other reactor designs
could be tailored toward synthesizing CSNPs of a certain spe-
cification. For example, utilizing a lower flow rate at the top
inlet in combination with a larger diameter cylindrical tube for
the secondary plasma zone would likely produce CSNPs with
both large Ge core and thicker Si shell.

The intent of this investigation was to demonstrate and
emphasize the complex dependencies of plasma operating
parameters on particle trapping, core radii, shell thickness,
and purity of core and shell during CSNP synthesis. Dual
ICP plasma sources were chosen for this demonstration as
their properties aremore spatially confined and separately con-
trollable compared to the CCP sources that are more often
used. The higher plasma densities of ICP sources compared
to CCPs can be problematic to the yield of metal or con-
ductor NPs with relatively low melting points [43]. With
ICPs typically having larger ion-to-radical ratios, formation
of metal and conductor NPs can be suppressed in ICPs as a
result of heating dominantly from ion-recombination and sur-
face reactions with radicals [29]. Due to the plasma poten-
tial, gas heating and location of ion production in CCPs
being more complex than ICPs, control of the CSNP growth
dynamics will also be more difficult in CCPs. Regions of
electrostatic trapping in CCPs are less well-defined than in
ICPs due to the ionization source being more spatially uni-
form, which may introduce uncertainties in NP transport
dynamics.
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That being said, CCPs have been successful and efficient
in synthesizing NPs for wide range of materials due, in part,
to their lower plasma densities and less intense heating com-
pared to ICPs [43–47]. While the results discussed here are
for an ICP reactor, we expect similar trends in CSNP proper-
ties when varying the parameters discussed here in CCP react-
ors. The caveat may be that the transition between growth
regimes would likely be less abrupt in CCPs due to the plasma
being less confined. Since the spatial distribution of neutral
growth species is less sensitive to ICP or CCP plasma gener-
ation, the trend for purity of the core and shell components
predicted for ICPs can be comparable to that of CCPs. CSNP
dimensions that result from transitions between trapping loc-
ations are likely to have the most variability between ICPs
and CCPs.

To take advantage of the potentially finer control of CSNP
synthesis afforded by ICPs, excessive particle heating must
be avoided. Strategies to achieve this goal include low power
ICPs that would avoid capacitive coupling (that is, avoid oper-
ating in the E-mode), pulsed ICPs to lower the average heat-
ing rates of particles, operating with buffer gases with lower
atomic (or molecular) mass to increase heat transfer from
the particles to cooler gas, or lowering the average ionization
potential of the gas to lower the ion-induced heating of the
particles.
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