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Optimizing and controlling electron energy distributions (EEDs) is a continuing goal in plasma

materials processing as EEDs determine the rate coefficients for electron impact processes. There

are many strategies to customize EEDs in low pressure inductively coupled plasmas (ICPs), for

example, pulsing and choice of frequency, to produce the desired plasma properties. Recent

experiments have shown that EEDs in low pressure ICPs can be manipulated through the use of

static magnetic fields of sufficient magnitudes to magnetize the electrons and confine them to the

electromagnetic skin depth. The EED is then a function of the local magnetic field as opposed

to having non-local properties in the absence of the magnetic field. In this paper, EEDs in a

magnetized inductively coupled plasma (mICP) sustained in Ar are discussed with results from a

two-dimensional plasma hydrodynamics model. Results are compared with experimental

measurements. We found that the character of the EED transitions from non-local to local with

application of the static magnetic field. The reduction in cross-field mobility increases local elec-

tron heating in the skin depth and decreases the transport of these hot electrons to larger radii. The

tail of the EED is therefore enhanced in the skin depth and depressed at large radii. Plasmas den-

sities are non-monotonic with increasing pressure with the external magnetic field due to transitions

between local and non-local kinetics. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4896711]

I. INTRODUCTION

Magnetic fields have been used in a variety of low pres-

sure plasma applications in order to manipulate not only the

spatial distribution but also the peak values of electron

temperature and density. In the context of plasma materials

processing, plasma sources using magnetic fields include

electron cyclotron resonance (ECR) discharges,1,2 magneti-

cally enhanced reactive ion etching (MERIE) systems,3

helicon discharges,4 and magnetrons.5 Computational inves-

tigations of these systems have been conducted to provide an

improved understanding of the flow of power through these

partially ionized magnetized plasmas.6,7 Although these

plasmas have been developed for different materials process-

ing applications—etching, deposition, implantation—the

fundamental motivation behind using magnetic fields is con-

trolling the spatial and energy distributions of electrons,

ions, and neutrals.8–21

Electron kinetics are often described as being local or

nonlocal. Local electron kinetics is typically observed in

high pressure systems where the electron energy relaxation

length ke is smaller than the characteristic skin depth of the

electromagnetic field, d, or chamber size L.22 In non-local

kinetics, ke is sufficiently large that the electron energy dis-

tribution (EED) based on total energy (kinetic energy plus

potential energy) is essentially uniform across the chamber.

In some sense, the electron acceleration and energy loss

processes appear to be localized in different volumes of the

plasma. The spatial distribution of the electric field that

produces electron heating is not strongly correlated with the

spatial distribution of plasma parameters, such as tempera-

ture and EED. Controlling whether electron transport is local

or non-local provides an opportunity to control the spatial

distribution of EEDs.23 For example, if electron transport is

local, then EEDs will have extended tails dominantly where

power is deposited, as in the skin depth of an inductively

coupled plasma (ICP). If electron transport is non-local, the

tail may be extended far away from the skin depth.

Application of an external, static magnetic field modifies

plasma transport and its electrodynamics, and can consider-

ably reduce ke across magnetic field lines. In doing so, elec-

tron kinetics can appear to transition from being non-local to

being local.15,16

Rehman et al.20 calculated power absorption in a mag-

netized inductively coupled plasma using a fluid method.

They demonstrated the propagation of electromagnetic

waves along the direction of the external magnetic field.

They also observed negative power deposition, which origi-

nates from opposing phases of current and electric field due
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to the thermal motion of the electrons.24 Particle-in-cell/

Monte-Carlo collision (PIC/MCC) methods have been used

to investigate magnetized plasmas for materials processing,

and, in particular, to predict EEDs. Kim et al.21 computation-

ally obtained EEDs in a dual-frequency capacitively coupled

plasma with a magnetic field. They showed the heating of

low-energy electrons due to confinement by the magnetic

field.

In low pressure inductively coupled plasmas, electron

energy transport is largely non-local. In spite of this non-

local transport, power deposition and ionization frequency

are larger in the skin depth of the evanescent rf field into the

plasma.25 The difference between plasma properties in the

bulk and in the skin depth result from relatively small

changes in the tail of the EEDs. Pulsing of ICPs26,27 and

changing the frequency of the rf power23,28 can be used to

customize EEDs. However, even with these techniques, it is

still difficult to control the spatial distribution of the EEDs in

the absence of increasing gas pressure, conditions that

produce ke � L. Use of static magnetic fields is a means of

controlling ke and so controlling the character of electron

transport between non-local and local. For example, EED

control was demonstrated in a 10 mTorr ICP sustained in

argon having a transverse magnetic field of 245 G.15 The

electron temperature monotonically decreased along the pos-

itive gradient of the magnetic field. This technique, known

as magnetic filtering, is also used in negative ion sources to

locally reduce the electron temperature near the aperture

through which ions are extracted.29

Global magnetic filtering and control of EEDs in low

pressure ICPs was demonstrated by Godyak23 and Monreal

et al.16 In these experiments, the inductive plasma was gen-

erated by a re-entrant antenna excited at 5 MHz. A coaxial

cylindrical permanent magnet produced a static dipole

magnetic field having a decay length commensurate with the

electromagnetic skin depth. They found that the magnetic

field created non-local electron transport conditions which

enabled manipulation of the local EEDs. For a constant

power deposition with a magnetic field, there were increased

populations of hot electrons that were magnetically confined

in the vicinity of the antenna (larger magnetic fields) and

populations of cold electrons able to escape the magnetic

barrier remote from the coil (smaller magnetic fields).

In this paper, we discuss results from a computational

investigation of EEDs in magnetically enhanced inductively

coupled plasmas (mICPs) for the experimental conditions of

Monreal et al.16 and Godyak.23 The model used in this inves-

tigation is a kinetic-fluid hybrid simulation. EEDs are pro-

duced with the kinetic portion of the model whereas plasma

densities are produced in the fluid portion of the model. To

address the magnetized plasmas in this study, we developed

a fully implicit solution for the electron continuity equation

combined with a semi-implicit solution for Poisson’s

equation. To speed the calculation, the electron transport

algorithms in the electron kinetics portions of the model

were also made computationally parallel. Other portions

of the model that were computationally taxing, such as

successive-over-relaxation routines for matrix algebra, were

also made parallel.

The computed trends for EEDs with and without the

magnetic field for ICPs sustained in 3 mTorr of Ar show a

quantitative agreement with the experiment and so confirm

the ability to control EEDs. The model used in this study is

described in Sec. II. The typical plasma properties in magne-

tized ICPs are discussed in Sec. III, and scaling with pressure

and power are shown in Sec. IV. Our concluding remarks are

in Sec. V.

II. DESCRIPTION OF THE MODEL

The model used in this investigation is a two-

dimensional kinetic-fluid hydrodynamics simulation that

combines separate modules that address different physical

phenomena in an iterative manner.30 The modules used in

this study include the electromagnetic module (EMM), the

fluid kinetics-Poisson module (FKPM), the electron energy

transport module (EETM) utilizing an electron Monte Carlo

simulation (eMCS), and the Monte Carlo radiation transport

module (MCRTM). The EMM calculates inductively

coupled electric and magnetic fields (from antenna coils) as

well as static magnetic fields produced by dc magnetic coils

or permanent magnets. In the FKPM, separate continuity,

momentum, and energy equations are simultaneously inte-

grated in time for all heavy particle species (neutral and

charged).

All electron transport coefficients and rate coefficients

for electron impact collisions are provided by the EETM

using the eMCS, which also provides EEDs as a function of

position. In the eMCS, we integrate the trajectories of pseu-

doparticles given the spatially and time varying electric and

magnetic fields (both static and electromagnetic) while stat-

istically including velocity and energy changing collisions.

So this method is a direct, statistical solution to the colli-

sional Boltzmann’s equation for EEDs. The eMCS including

electron-neutral, electron-ion, and electron-electron colli-

sions is described in Ref. 31. The method used here is essen-

tially the same as in Ref. 31 with the exception that the

Lorentz equation is used to advance the trajectories of

the pseudoparticles. For particle i at location~r ,

mi
d~vi ~r ; tð Þ

dt
¼ q ~ES ~r; tð Þ þ ~Ex ~r ; tð Þ
� �

þ q~vi ~r; tð Þ

� B
*

S ~rð Þ þ ~Bx ~r ; tð Þ
� �

; (1)

where mi is the particle’s mass, E
*

Sð~r; tÞ is the two-

dimensional (r,z) electrostatic field produced in the FKPM

and B
*

Sð~rÞ is the 2d externally applied magnetostatic field.

E
*

xð~r; tÞ and ~Bxð~r; tÞ are the 3d (r,z,h) harmonic electromag-

netic fields produced by the EMM. The antenna currents are

applied to the ICP reactor are in the azimuthal (h) direction

while the B
*

Sð~rÞ is applied in the (r,z) directions—the combi-

nation of which produces 3-components (r,z,h) of both

E
*

xð~r; tÞ and ~Bxð~r; tÞ. Although the model is in 2d (r,z) for

densities, electron energy transport in the eMCS is per-

formed in 3d to capture electron cyclotron motion and the

consequences of the 3-components of E
*

xð~r; tÞ and ~Bxð~r ; tÞ.
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In practice, E
*

xð~r ; tÞ and ~Bxð~r; tÞ are transferred to the eMCS

as spatially dependent amplitudes and phases. The phase of

each pseudoparticle in the rf cycle during integration of its

trajectory is then used to obtain the local electromagnetic

fields. Although these fields are computed in cylindrical

coordinates, they are converted to Cartesian form to advance

the trajectories of the pseudoparticles, which are tracked in

3D Cartesian space.

The method of solving the wave equation with static

magnetic fields is described in Ref. 32. Briefly, the form of

the wave equation solved is

r � 1
l
r~E þ x2e~E ¼ ix~j; (2)

where l is the permeability, ~E is the electric field, x is the

frequency of the source current, e is the permittivity, and~j is

the current density. Only the harmonic electron current is

retained in the plasma due to the low mobility of ions. When

using fluid techniques to model plasma transport using the

drift-diffusion approximation in the presence of static mag-

netic fields, tensor forms of the transport coefficients (e.g.,

conductivity, mobility, and diffusion coefficient) are used.

With the tensor forms of the transport coefficients, the elec-

tron current density is expressed as33

j
*

¼ qðne��l~E � ��DrneÞ; (3)

where q is the electron charge, ne is the electron density, and
��l and ��D are the tensor forms of the mobility and diffusion

coefficients. Although Eq. (3) is strictly applicable to local

electron transport, the kinetic electron energy transport in the

plasma modules does capture non-local kinetics. The tensor

forms of the transport coefficients, ��A, are derived from their

isotropic values, A0, by

��A ¼ A0

a2þjBj2
�

a2þB2
r aBzþBrBh �aBhþBrBz

�aBzþBrBh a2þB2
h aBrþBhBz

aBhþBrBz �aBrþBhBz a2þB2
z

0
BB@

1
CCA;

a¼me �eþ ixð Þ
q

; (4)

where B is the static applied magnetic field, q is the unit elec-

tron charge, me is the electron mass, and �e is the effective

momentum collision frequency. The electromagnetic fields,

Eðr; z; hÞ and Bðr; z; hÞ, in the entire volume of the reactor,

are solved by using a conjugate gradient method using a

sparse matrix technique.34 By setting r � ~E ¼ 0 to derive

Eq. (2), we have ignored the consequences of the electro-

static Trivelpiece-Gould (TG) mode on plasma heating,

which is known to play a role in the electron heating at small

magnetic field (<20 G). We included a term for Landau

damping, as described by Chen.35 The effective electron

collision frequency is then the sum of the conventional mo-

mentum transfer collision frequency (�m) and the Landau

damping frequency (�LD).

The equations solved for ion transport (continuity, mo-

mentum, and energy) in the FKPM are

@Ni

@t
¼ �r �~/i þ Si �

X
j

cij r �~/j

� �" #
S

; (5)

@~/i

@t
¼ @ Ni~við Þ

@t

¼ � 1

mi
r kNiTið Þ � r � Ni~vi~við Þ þ qiNi

mi
� ~E þ~vi � ~B
� �

�
X

j

mj

mi þ mj
NiNj ~vi �~vj

� �
�ij þ Si ; (6)

@ Nieið Þ
@t

¼ �r � ���jrTi � Pir �~vi �r � Ni~vieið Þ þ qi
~/i � ~E

�
X
m;j

kmijNjNiei þ
X
m;j;l

KmjlNjNlDemjl

�
X

j

km
ij ei � ejð ÞNjNi (7)

@qS

@t
¼�r�r~Eþ

X
j

qjsj r�~/j

� �
�
X

j

qecej r�~/j

� �
; (8)

where ~/i is the flux of species i having density Ni, velocity

~vi, mass mi, temperature Ti, pressure Pi, and total energy ei.

kmij is the rate coefficient for the mth process for collisions

between species i and j that remove species i, Kmjl is the rate

coefficient for the mth process for collisions between species

j and l that create species i with energy Demjl and km
ij is the

rate coefficient for momentum transfer (including mass

ratios) between species i and j which at sufficient pressures

results in temperature equilibration. Si is the source for spe-

cies i due to gas phase collision processes, cij is the probabil-

ity of producing species i by collision of species j on a

surface, �ij is the momentum transfer collision frequency

between species i and j, and ��j is the tensor thermal conduc-

tivity. qS is the charge density residing on and inside materi-

als, r is the material conductivity, qj is the charge of species

j having neutralization probability sj on surfaces, and cej is

the secondary electron emission coefficient for ions, excited

states, and photons.

The electron continuity and Poisson’s equation are

solved implicitly and simultaneously in the same matrix.

This method provides the closest coupling between the elec-

tric potential and the electron density. The electron continu-

ity equation is expressed as

ntþDt
e ¼ nt

e þ Dt
@ntþDt

e

@t
;

@ntþDt
e

@t
¼ �r � ���DerntþDt

e � ne��l erUtþDt
� �

þ Setotal;

(9)

where UtþDt and ntþDt
e are the potential and electron density

evaluated at tþ Dt, and ��De and ��l e are the diffusion constant

and the mobility of electrons in tensor form. Setotal is the total

source of electrons including the contributions from second-

ary electrons, electron impact ionization, photoionization,

and heavy particle reactions such as Penning reactions. Setotal

is held constant during the actual integration step and is

updated prior to the next integration step. The implicitness is

achieved by numerically deriving Jacobian elements. The

form of Poisson’s equation solved is
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�r � erUtþDtð Þ

¼ qt
s þ
X

i

qiN
t
i þ Dt � @q

t
s

@t
� qer

�

� ~/e tð Þ þ @
~/e

@U
UtþDt � Ut½ �

� �

�
X

j

qj r � ~/j tð Þ þ Dt

2

@~/j tð Þ
@t

 !
þ Sj

" #3
5; (10)

where qs is the charge density on surfaces and in materials, e
is the local permittivity either in the plasma, non-plasma

gases or materials, and ~/e and ~/j are the flux of electrons

and ions. ~/j for ions is provided by separate momentum

equations. qs and Ni are evaluated at t, while potentials are

evaluated at tþ Dt, thereby providing implicitness. The last

sum in Eq. (10) includes a prediction for ion fluxes by the

momentum equations at tþDt. The time derivative of the

ion flux
@~/ jðtÞ
@t is numerically produced by retaining a time-

history of ion fluxes provided or by the most recent value

provided by Eq. (6). Jacobian elements
@~/e

@U in Eq. (10) are

the first-order partial derivatives of the function ~/e with

respect to U. Here, Jacobian elements are numerically eval-

uated by perturbing U a small fractional value and comput-

ing the change in ~/e. For example, due to the finite

differencing method used, each component of electron flux

/i;j at a location (i, j) in the structured numerical mesh is a

function of the electrostatic potentials at that mesh point and

all adjacent mesh points, which produces a 9-point numerical

molecule and 9 terms in the sum over Jacobian elements in

Eq. (10). The Jacobian element for Uiþ1;j is derived from

@/i;j

@Uiþ1;j
¼

/i;j Uiþ1;j þ DUiþ1;j

� �
� /i;j Uiþ1;jð Þ

DUiþ1;j
; (11)

where DUiþ1;j is a predefined perturbation, which is typically

5% of the current value. The incomplete LU biconjugate gra-

dient sparse matrix technique is used to simultaneously solve

Eqs. (9) and (10).

The plasma source modeled in this investigation is a

mICP sustained in argon. The species in the simulation are

Ar, Ar(1s2), Ar(1s3), Ar(1s4), Ar(1s5), Ar(3p5 4p), Ar(3p5

4d), Arþ, Ar2
þ, and the excimer dimer Ar2*. The reaction

mechanism includes radiation transport, photoionization,

electron impact excitation and ionization, electron ion

recombination, heavy particle mixing of 1sn levels, Penning

ionization, associative and dissociative Penning ionization,

symmetric charge exchange, and 3-body dimer formation.

Photon transport is calculated in the MCRTM where the

rates of photon absorption and re-emission are recorded for

each optical transition, and are used to calculate radiation

trapping factors that lengthen the natural lifetime of the emit-

ting species. A detailed description of the MCRTM is in

Ref. 36. Photoionization of all excited states due to VUV

transitions at 106.66 nm (Ar(1s4)!Ar) and 104.82 nm

(Ar(1s2)! Ar) is included.37 The rate coefficients for heavy

particle mixing and Penning ionization are obtained from

Ref. 38. The Ar2
þ ions are mainly created by Hornbeck-

Molnar and associative Penning ionization.39

III. PLASMA PROPERTIES IN A MAGNETIZED ICP

The two-dimensional, cylindrically symmetric reactor

used in this investigation is schematically shown in Fig. 1(a)

and is patterned after the reactor described in Ref. 16. A per-

manent magnet is placed coaxially inside the antenna coil

housed in a reentrant Pyrex cavity (30 mm inner diameter

and 1 mm thick) immersed into the plasma. To increase cou-

pling efficiency between the coil and the plasma, the thick-

ness of the Pyrex was chosen to be thin. The radius and

height of the chamber are 6 cm and 12 cm. The mid-height of

the coil is at 6.3 cm. The coil was designed in the experiment

to minimize capacitive coupling. In the model, we generate

the plasma purely inductively at 5 MHz. We extended our

computational domain beyond the outside of the plasma

chamber (up to 12 cm) in order to properly represent the

electrical and magnetic boundary conditions at the outer

Pyrex wall of the plasma chamber (6 cm radius). For

FIG. 1. Properties of the magnetically enhanced ICP. (a) Geometry of the

mICP chamber. The permanent magnet is placed inside the antenna coil

which is immersed in the plasma. (b) The magnetic field intensity at height

of 6.3 cm as a function of radial position.
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calculating the static magnetic field, the numerical mesh is

extended axially by 50% above and below the normal com-

putational domain, and in radius by 50%. The base case

operating conditions are 3 mTorr of Ar with a flow rate of 1

sccm and power deposition of 100 W. Gas was injected

annularly at the top and pumped on axis at the bottom. The

strength of the magnet was chosen to produce a field of 100

Gauss at a radius of 2.4 cm, as shown in Fig. 1(b). At mid-

height of the coil, the applied magnetic field is dominantly in

the axial direction.

The amplitude of the azimuthal component of the induc-

tively coupled electric fields and power deposition for the

base case with and without the externally applied magnetic

field, Bext, are shown in Fig. 2. In the absence of the mag-

netic field, the maximum power deposition is 2.8 W-cm�3

and is restricted to a skin depth of 1.0 cm. The azimuthal

electric field in the plasma 1 mm from the inner dielectric

surface is Eh¼ 10 V/cm. With Bext, the maximum power dep-

osition decreases to 0.4 W-cm�3 while the volume over

which significant power is more extended. In the absence of

Bext, Eh is the only component of the inductive electric field.

With Bext, all three components of the inductive electric field

are generated due to the tensor conductivity and the power

deposition extends to a larger radius. With Bext, conductivity

in the azimuthal direction is significantly reduced due to the

axial component of the magnetic field. Eh therefore increases

to maintain the desired power deposition.40

The electron density, ne, and electron temperature, Te,

for the base case with and without Bext are shown in Fig. 3.

The electron impact ionization source, Se, is shown in Fig. 4.

With Bext, the peak electron density increases by a factor of

more than 20 (from 2.5� 1010 cm�3 to 5.3� 1011 cm�3) and

FIG. 2. Power deposition and electric

fields for the base case conditions (3

mTorr, 100 W, 5 MHz). (a) Azimuthal

electric field without Bext, (b) power

deposition without Bext, (c), power

deposition with Bext; and electric fields

with Bext (d) azimuthal, (e) radial, and

(f) axial. The azimuthal electric field is

larger with Bext in order to compensate

for the reduced conductivity. The

power absorbing volume is larger with

Bext.
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the maximum shifts to a smaller radius (from 3.3 cm to

2.3 cm). This shift is accompanied by an increase in the peak

value of Te from 5.9 to 8.1 eV, and a shift in the location of

the peak of Te from a radius of 3.8 cm to 2.1 cm. In the

experiment,16 the peak electron density increases by nearly a

factor of 30 (from 3� 1010 cm�3 to 9� 1011 cm�3) and the

peak shifts from 3 cm to 2.3 cm. This is accompanied by an

increase in the peak Te from 6.3 eV to 17 eV, and a change in

the spatial distribution of Te from being uniform to peaking

adjacent to the coil. (The absolute value of Te near the

dielectric window was likely overestimated in the experi-

ment because of incomplete compensation of the RF plasma

potential.16) With the magnetic field, the peak ionization rate

increases by a factor of 60 (from 0.5� 1016 cm�3s�1 to

3.0� 1017 cm�3s�1) and shifts to a smaller radius (from

3.3 cm to 1.85 cm) due to the confinement of hot electrons at

the smaller radius. The computed and experimental trends

agree well.

The increases in peak electron density and ionization

source with the magnetic field are not necessarily the best in-

dication of ionization efficiency. The total power deposition

is held constant and so, in some sense, the volume integrals

of ne and Se may be better indications of efficiency than peak

values. For example, the peak values of ne and Se both

increase with the magnetic field however the peak values

also occur at smaller radii in a smaller volume. So even

though the peak value of ne increases by a factor of 20, the

volume integral of electron density increases by a factor of

11 (from 1.46� 1013 to 1.67� 1014).

The electron energy probability functions (EEPFs),

fP(e), are different radial positions are compared with experi-

mental results in Figs. 5 and 6. The ne and Te for these cases

are in Fig. 7. For the unmagnetized case (Fig. 5), the com-

puted fP(e) is a weak function of radius and this is consistent

with the experimental results, subject to some distortion in

the experimental fP(e) at low energy due to possible uncom-

pensated rf plasma potential variation.16 The high conductiv-

ity of the plasma produced by electron-electron (e-e)

collisions at low energy and the non-local character of the

electron kinetics homogenizes fP(e) over a large radius. The

Maxwellian-like fP(e) at energies less than the inelastic

thresholds from the ground state, 11.5–16 eV, is due in part

FIG. 3. Electron density and temperature for the base case conditions (3

mTorr, 100 W, and 5 MHz). (a) Unmagnetized and (b) magnetized condi-

tions. With Bext, the peak electron density and temperature increase and shift

towards smaller radius.4

FIG. 4. Ionization rates for unmagnetized and magnetized discharges. Due

to the enhanced tail of f(e) adjacent to the coils with Bext, ionization rates

locally increase by an order of magnitude.
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to e-e collisions in the high conductivity plasma. There is a

significant change in slope at the inelastic thresholds, which

produces a Maxwellian appearing fP(e) tail. However, the

tail of fP(e), particularly at large radius, is less influenced by

e-e collisions since the frequency of these collisions scales

as �ee� nee
�3/2. The overall decrease in the value of fP(e) is

due largely to the decrease in plasma density at large radius.

Independent of probe distortion, there is an anomalous

decrease in the low energy component of fP(e) at large ra-

dius, 58 mm, in both the experiment and model results. This

apparent decrease at low energy is likely due to a decrease in

the rate of e-e collisions, an augmentation of the tail of fP(e)
due to long mean-free-path electrons and inefficient electron

trapping of low energy electrons by the ambipolar electric

field near the plasma boundary.

For the magnetized case (Fig. 6), fP(e) is a strong func-

tion of radius. Due to the reduction in the radial mobility and

trapping of hot electrons produced adjacent to the coil where

the electric and Bext, are largest, the population of high-

energy electrons is significantly reduced at larger radii. The

transition of electron kinetics from non-local to local by the

magnetic field results in a closer correlation of the local

rf-electric field with plasma properties. Since the electron

density is higher and there are more e-e collisions, the distri-

bution tends to be Maxwellian. The comparison to experi-

ment is favorable though the curvature of the tail of the

distribution at small radii is inverted.

FIG. 5. Electron energy probability functions fP(e) at different radial posi-

tions without Bext. (a) fP(e) predicted by the model and (b) measured in the

experiment.16 fP(e) is not a sensitive function of radius. Experimental data

were reprinted with permission from J. A. Monreal et al., Phys. Plasmas 20,

103504 (2013). Copyright (2013) American Institute of Physics.

FIG. 6. Electron energy probability functions fP(e) at different radial posi-

tions with Bext. (a) fP(e) predicted by the model and (b) measured in the

experiment.16 The tail of fP(e) is raised at small radius due to the confine-

ment of hot electrons, and reduced at large radius due to lack of long-mean-

free path transport from the skin layer. Experimental data were reprinted

with permission from J. A. Monreal et al., Phys. Plasmas 20, 103504 (2013).

Copyright (2013) American Institute of Physics.

093512-7 Song et al. Phys. Plasmas 21, 093512 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

141.213.8.59 On: Fri, 26 Sep 2014 14:11:59



Our working definition of energy relaxation distance, ke,

is the characteristic distance traveled by an electron to lose

its current energy.

ke
�1 ~rð Þ ¼

ð1
0

f e;~rð Þe1=2
X

i;j

rij eð ÞNi ~rð Þ
Deij

e
de; (12)

where rij is the electron impact cross section for process j for

collisions with species i having density Ni and with energy

loss Deij. ke is then function of position because both f e;~rð Þ
and Nið~rÞ may be functions of position. It is most common

to define local transport as corresponding to conditions

where ke � L (where L is the characteristic size of the sys-

tem) and non-local as corresponding to ke � L. In practice,

ke does not necessarily correspond to the linear distance

between the sites of energy loss collisions, but rather maps

to the integral along the electron’s path between these

collisions. In magnetized systems, the integral along the

electron’s helical trajectory between collisions on the mag-

netic field line can be much greater than the linear separation

between those collisions. As a result, the conventional defini-

tion of local, ke � L, is not necessarily valid because ke

could be much greater than L while the linear distance

between collisions is much smaller than L.

In the absence of the magnetic field, the mean-free-path

for energy loss at a radius of 2 cm is ke¼ 740 cm, which is

much larger than the radius of the reactor. That is, ke � L.

Although the majority of the electron heating occurs within

the skin depth from the rf antenna, the momentum transfer

relaxation length is km 	 14 cm, and so these hot electrons are

distributed well beyond the skin depth. This non-local distribu-

tion is aided by the harmonic magnetic field that, on the aver-

age, produces a v
*� ~B pondermotive force that points radially

outward from the skin depth. The fp(e) are therefore fairly uni-

form across the radius, appearing close to Maxwellian due to

the influence of e-e collisions at lower energies.

With the magnetic field, ke¼ 490 cm and km¼ 22 cm.

The increase in km is largely due to a decrease in gas density

by a factor of 1.7 due to more efficient gas heating with the

magnetic field. ke decreases due to the change in fp(e) in spite

of the decrease in gas density which should otherwise

lengthen ke as occurs for km. Both with and without the mag-

netic field, ke� L. The local character of fp(e) with the mag-

netic field is therefore not a consequence of the magnetic

field producing ke � L. Rather the local character of fp(e) is

due to the electron’s helical trajectory on the magnetic field

line which enables a mean-free-path of distance to be trav-

eled with a small change in radial position.

At a radius of 2.4 cm where the magnetic field is 100 G,

the electron Larmor radius is 	0.7 mm, the electron cyclotron

frequency is xc 	1.8� 109 s�1, the plasma frequency is

xp	 4.1� 1010 s�1 (ne¼ 5.4� 1011 cm�3), and the electron-

neutral collision frequency is 6� 106 s�1. These conditions

produce well magnetized electrons. The ambipolar diffusion

coefficient parallel to the magnetic field is 3.2� 106 cm2s�1,

while the diffusion coefficient perpendicular to the magnetic

field is only 2.6� 104 cm2s�1. Electrons therefore have their

energy loss collisions in close proximity to where they are

accelerated, and so are confined to the skin depth. The tail

of fP(e) is therefore highest in the skin depth closest to

the coil and monotonically decreases with increasing

radius.

The differences in magnetization of low energy elec-

trons compared to high energy electrons in static magnetic

fields are not immediately clear. Colder electrons are prob-

ably in general more magnetized than hotter ones since their

Larmor radius, rL, is smaller, but this really only applies to

conditions where the collision frequencies are equal. If the

collision frequency of lower energy electrons is much greater

than that for higher energy electrons, then the lower energy

electrons will be less magnetized in spite of their smaller rL.

In any case, the model should capture these effects in the

fP(e) because the equations of motion of the electrons are

being integrated with collisions occurring with energy

resolved frequencies. That is, there are no assumptions being

made about the relative values of rL and D? between low

and high energy electrons.

FIG. 7. Comparison of the electron density and temperature between the

model and experiment16 (a) without Bext and (b) with Bext. By applying the

external magnetic field, both the peak electron density increases and shifts

towards smaller radius and the peak electron temperature shifts towards

smaller radius. Experimental data were reprinted with permission from J. A.

Monreal et al., Phys. Plasmas 20, 103504 (2013). Copyright (2013)

American Institute of Physics.

093512-8 Song et al. Phys. Plasmas 21, 093512 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

141.213.8.59 On: Fri, 26 Sep 2014 14:11:59



ne and Te as a function of radius are compared with

experimental values in Fig. 7 at the mid-height of the coil. In

general, without Bext, the electron density peaks near the cen-

ter of the chamber with a small shift towards the coils due to

isotropic ambipolar diffusion dominating charged particle

loss. The computed and experimental electron densities

agree to within 20%. Te does not significantly vary with

radius due to non-local kinetics dominating, and agreement

with experiment is within about 10%. For the magnetized

case, agreement is within 20% at large radius and 40%–50%

at small radius. This difference is largely a consequence of

there being more depletion of low energy electrons at high

magnetic field (small radius) in the experiment than pre-

dicted by the model, some of which may be due to the lower

efficiency of collecting low energy electrons with the probe

and the previously mentioned insufficient rf compensation.16

The insufficient compensation for the rf plasma potential

induced by polarization rf fields in the axial and radial direc-

tions led to distortion of fP(e) measured at small radius. This

distortion resulted in exaggerated values of the Te and ne

inferred from the measured fP(e). In the computed results, we

have a small depletion of low energy electrons only at the

smallest radius. There may also be a component of capaci-

tive coupling or a Trivelpiece-Gould mode heating at small

radius that is not accounted for in the model.

IV. SCALING WITH PRESSURE AND POWER

In this section, we discuss the electron energy distribu-

tion, f(e), as a function of pressure and power. We use f(e)
here, instead of fP(e), to emphasize the change in the funda-

mental distribution of electron energies independent of the

change in electron density.

f(e) for unmagnetized and magnetized plasmas at the

reference position (radius¼ 3 cm at height of the mid-coil as

noted in Fig. 1(a) where B¼ 57 Gauss) are shown in Fig. 8

for pressures of 3–100 mTorr. Te, ne, and Se are shown in

Figs. 9–11. Since the shape of the plasma changes as pres-

sure increases, f(e) at a fixed radius may reflect a combina-

tion of the change in pressure and change in shape.

However, as shown in Fig. 9, although the peak Te shifts to a

smaller radius as pressure increases, the variation of Te at a

radius of 3 cm is mainly determined by the pressure.

(Nevertheless, it is worth noting that if the f(e) had been

compared at larger radius, differences could reflect both the

shape and the pressure dependence.) Without Bext, as the

pressure increases, the tail of f(e) progressively becomes

more cut-off at the threshold energy for excitation of the

Ar(4 s) manifold, approximately 12 eV. With Bext, the tail of

f(e) is more enhanced due to the confinement of the hot elec-

trons and the reduction in diffusion cooling that naturally

depletes the tail. As the pressure increases, the confinement

effect diminishes due to the increase in collision frequency.

At 100 mTorr, the electron-neutral collision frequency,

1.9� 108 s�1, is approaching the cyclotron frequency

(xc/2p¼ 1.6� 108 s�1) at the reference position.

Without Bext, Te decreases while ne increases as pressure

increases due to a lower rate of loss by diffusion. The elec-

tron energy relaxation length (ke) decreases to 26 cm at

100 mTorr, which is beginning to approach the chamber ra-

dius. Therefore, Te is fairly uniform across the chamber at 3

mTorr while there is significant radial variation at 100

mTorr. The radial dependence of ne does not significantly

change as the pressure increases over this range, with a small

shift of the peak density towards smaller radius as the pres-

sure increases. (The maximum in ne is at a radius of 3.3 cm

at 3 mTorr and 2.8 cm at 100 mTorr.) These trends indicate

that the electron ionization source peaks at approximately

the same position over this range of pressure, as shown in

Fig. 11. The ionization rate Se¼ neð~rÞNg

Ð1
0

f ðe;~rÞ
2e
me

� �1
2
rionðeÞde is determined by f ðe;~rÞ, electron density (ne),

and neutral density (Ng). In the unmagnetized plasma, the

FIG. 8. Electron energy distributions functions for different pressures (a)

without Bext and (b) with Bext. Without the magnetic field, the tail of the dis-

tribution is cutoff at the threshold energy for inelastic processes. With the

magnetic field, the tail is enhanced at the lower pressure due to the reduction

of diffusion cooling.
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increase in ne and Ng with increasing pressure is greater than

the lowering of the tail of f ðeÞ. Therefore, the ionization rate

increases as pressure increases. For the total power deposi-

tion to remain constant at 100 W, the volume integral

P ¼
Ð

neð~rÞKeð~rÞNgd3r should remain constant, where Ke is

the rate coefficient for energy loss (eV-cm3/s). The lowering

of the tail of f(e) decreases Ke with increasing pressure faster

than the increase in Ng, as shown in Fig. 12. Therefore, ne

must increase to deposit the same total power.

With Bext, the peak plasma density is constant within

less than a factor of two from 3–100 mTorr, which signif-

icantly differs from the unmagnetized case where the

peak electron density increases with pressure. This behav-

ior is partly explained by the shape of the plasma and de-

pendence of Ke with pressure. First, Ke significantly

decreases with increasing pressure which reflects the cut-

off of the tail of f(e). In the low pressure regime, 3–30

mTorr, as pressure increases, electron kinetics transitions

from local to non-local and the peak electron density

shifts to a larger radius (from 2.1 cm to 3.1 cm). At this

larger radius, the incremental volume is larger. Although

the peak electron density decreases by about 20% with

FIG. 9. Electron temperature as a function of radius for various pressures (a)

without Bext and (b) with Bext. Without Bext, Te is fairly uniform at 3 mTorr.

At higher pressures, Te has a gradient due to the shorter mean free path.

Without Bext, the temperature becomes more uniform as pressure increases

due to the increased collision frequency being commensurate with cyclotron

frequency.

FIG. 10. Electron density as a function of radius (a) without Bext for a pres-

sure range of 3–100 mTorr, (b) with Bext for 3 – 30 mTorr, and (c) with Bext.

for 30–100 mTorr. Without Bext, the peak electron density increases with

pressure due to the reduced diffusion loss. With Bext for 3–30 mTorr, the

peak density decreases accompanied by a shift towards larger radius as pres-

sure increases. Above 30 mTorr, the peak density increases with pressure.
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increasing pressure (from 5� 1011 cm�3 at a radius of

2.1 cm to 3.7� 1011 cm�3 at 3.1 cm), the volume integral

of Ngne increases from 3 to 30 mTorr. This increase com-

pensates for the decrease in Ke to keep power deposition

constant.

In the high pressure regime (30–100 mTorr), as the pres-

sure increases, the peak electron density stays at the same ra-

dius (same incremental volume) and so the peak value of ne

must increase in order to compensate for the decrease of Ke.

At low pressure, the collision frequency is smaller than the

FIG. 11. Electron impact ionization rates as a function of radius (a) without

Bext for a pressure range of 3–100 mTorr, (b) with Bext for 3–30 mTorr, and

(c) with Bext. for 30–100 mTorr.

FIG. 12. Rate coefficient for electron energy loss as function of radius (a)

without Bext for a pressure range of 3–100 mTorr, (b) with Bext for 3–30

mTorr, and (c) with Bext for 30–100 mTorr.
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cyclotron frequency, which results in electron transport

being local in spite of the low pressure. The plasma is

skewed towards small radius where the ionization source, Se,
is maximum. At 100 mTorr, the plasma is magnetized at

small radii (<3 cm) and unmagnetized at large radius

(>4 cm), while based on pressure alone, electron transport is

transitioning to being local at the higher pressure. The shape

of the plasma therefore closely resembles that without Bext.

Without Bext, the f(e) are relatively insensitive to

changes in power from 5–200 W, as shown in Fig. 13(a) for

a pressure of 3 mTorr. The corresponding Te and ne as a

function of radius are shown in Figs. 14 and 15. The f(e)
have only minor differences in the tail as a function of

power, producing Te that are similarly a weak function of

power. In quasi-steady state operation, f(e) is determined by

a real-time balance between electron heating in the rf electric

field, collisional energy losses and energetic electron losses

to the walls. The resulting f(e) produces a real-time balance

between electron sources and losses. Since electron loss by

diffusion dominates for all powers, the electron loss rate by

diffusion per electron is balanced by the rate of ionization

per electron. The end result is that f(e) remains largely the

same. Since f(e) and Te are weak functions of power, Ke is

also a weak function of power. ne must then increase to ena-

ble P ¼
Ð

neð~rÞKeð~rÞNgd3r to increase. The small lifting of

the tail of the f(e) at higher power is likely due to a higher

rate of long mean free path transport of high energy electrons

from the skin depth.

With Bext, f(e) is somewhat sensitive to power, as shown

in Fig. 13. The tail of f(e) is raised with increasing power,

which increases Te (Fig. 14) and changes the radial depend-

ence of ne (Fig. 15), shifting the maximum in ne to smaller

radius. In the magnetized case, electrons exchange energy

with other electrons through e-e collisions on the same mag-

netic field line, and that power stays on the magnetic line in

FIG. 13. Electron energy distributions for powers from 5–200 W (a) without

Bext and (b) with Bext. The effect of power on f(e) is relatively small though

this dependence is more acute with the magnetic field due to increasing rare-

faction of the gas.

FIG. 14. Electron temperature for powers from 5–200 W (a) without Bext

and (b) with Bext. The electron temperature does not vary with power with-

out Bext while temperature increases with power in the presence of the mag-

netic field.
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the form of higher temperature electrons that produce an

increase in local ionization. In the absence of Bext, the ther-

mal conductivity that results from the e-e collisions is iso-

tropic and so the increase in power is shared more broadly in

the plasma. Increasing the power from 5 W to 200 W with

Bext, raises the gas temperature from 353 K to 782 K. The

resulting rarefaction (effectively a lower pressure) and

decrease in collision frequency then produces even more

magnetized electrons that are more locally heated.

As the power increases, the maximum value of the elec-

tron density increases in the magnetized plasmas; while the

position of the maximum shifts to smaller radii, an effect not

seen in the unmagnetized case. This effect is similar to what

is observed with a decrease in gas pressure (see Fig. 10) and

so can be partly attributed to the decrease in gas density

resulting from gas heating.41,42

V. CONCLUDING REMARKS

The properties of ICPs with and without an externally

applied static magnetic field have been computationally

investigated using results from a 2D plasma hydrodynamic

model having a 3D electron Monte Carlo simulation includ-

ing electron-electron collisions. Results are compared with

experimental measurements of plasma properties and

EEPFs, fP(e).16,23 In the absence of the magnetic field and at

pressures of less than tens of mTorr, electron kinetics and

the structure of the fP(e) are non-local. fP(e) and Te are weak

functions of radius. With the magnetic field, hot electrons

generated in the skin depth adjacent to the antenna are

impeded from diffusing radially outward and electron

kinetics transitions to being local. The tail of fP(e) is

enhanced due to the trapping of electrons on the axial mag-

netic field, which are heated by the inductively coupled elec-

tric field in the skin depth but are not able to diffuse to larger

radii. The tail of fP(e) is depressed at locations outside

the skin depth due to lack of long-mean-free transport of

electrons from the skin depth to larger radii. The computed

trends agree well with experiments. In the absence of the

magnetic field, a transition from non-local-to local kinetics

occurs with increasing pressure. With the magnetic field,

electron kinetics first transitions to being less-local as the

collision frequency increases and competes with cyclotron

motion (20–30 mTorr), before becoming local due to the

reduction in mean free path at even higher pressure

(70–100 mTorr). However, even at 100 mTorr, where f(e)
and the spatial distribution of electron density are quite simi-

lar with and without the magnetic field, the magnetized case

still has a 50% larger plasma density.
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