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Abstract
Low-power micro-propulsion sources are currently being developed for a variety of space
missions. Electrothermal plasma thrusters are of specific interest since they enable spatial control
of the power deposition to the propellant gas. Understanding the mechanisms whereby electrical
power is coupled to the propellant will allow for optimization of the heating and fuel efficiencies
of electrothermal sources. Previous studies of radio frequency (RF) plasmas have shown a
dependence of the gas and electron heating mechanisms on the local collisionality. This is of
particular importance to thrusters due to the large pressure gradients that exist between the inlet
and outlet when expanding into vacuum. In this work, phase-resolved optical emission
spectroscopy and numerical simulations were employed to study plasma heating in an
asymmetric RF (13.56MHz) electrothermal microthruster operating in argon between
186–226Pa (1.4–1.7 Torr) plenum pressure, and between 130–450V (0.2–5W). Three distinct
peaks in the phase-resolved Ar(2p1) electron impact excitation rate were observed, arising from
sheath collapse heating, sheath expansion heating, and heating via secondary electron collisions.
These experimental findings were corroborated with the results of two-dimensional fluid/Monte
Carlo simulations performed using the Hybrid Plasma Equipment Model (HPEM). The influence
of each mechanism with respect to the position within the plasma source during an α-γ mode
transition, where plasma heating is driven via bulk and sheath heating, respectively, was
investigated. Sheath dynamics were found to dictate the electron heating at the inlet and outlet,
this is distinct from the center of the thruster where interactions of secondary electrons were
found to be the dominant electron heating mechanism. Optimization of the heating mechanisms
that contribute to the effective exhaust temperature will directly benefit electrothermal thrusters
used on miniaturized satellite platforms.
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1. Introduction

Recently there has been a significant interest in the develop-
ment of compact satellite platforms with onboard propulsion
[1–4]. Prospective applications of micro-, nano-, and pico-sized

platforms (0.1–100 kg), such as satellite constellations [5],
would benefit from robust, neutralizer-free electric propulsion
(EP) sources [6, 7]. As such, an increasing percentage of
satellites are being equipped with electronically driven pro-
pulsion, necessitating the development of compact, low-power,
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and charge-neutral EP sources for this new generation of
satellites [8–11].

Electrothermal plasma microthrusters differ from more
traditional resistojets and cold gas thrusters since they
enhance the spatial control of the power deposition to the
propellant [10, 12]. One such source is the Pocket Rocket
[13–17], a low-power (up to 50W) asymmetric radio fre-
quency (RF) capacitively coupled electrothermal micro-
thruster. The thruster is typically powered by a 13.56MHz
RF voltage resulting in a weakly ionized plasma, facilitating
the coupling of electrical energy into the propellant [9].
Thrust is produced by the expulsion of hot (1000 K) neutrals,
themselves heated via ion–neutral charge exchange collisions,
producing a neutral exhaust plume [18]. The thruster and
power supply have recently been demonstrated to fit within a
standard 1U CubeSat frame; see [1] for a schematic of the
thruster in situ, and [19] for a schematic of the miniaturized
version.

Ions are accelerated radially within the thruster by means
of a dc self-bias voltage that forms as a negative surface
charge on an insulating alumina dielectric layer, which is
located between the plasma and the powered electrode. Time-
averaged dc self-biases can arise in capacitively coupled
plasmas operating at RF voltages through, for example, a
difference in the powered and grounded electrode-collecting
areas. The dc self-bias voltage forms to balance the time-
averaged current reaching each electrode [20]. A negative dc
self-bias increases the time-averaged voltage drop at the di-
electric surface, resulting in greater ion acceleration, and, via
ion–neutral charge exchange [21], more energetic neutrals
exiting the source.

Ions impacting the radial wall can release secondary
electrons through the Auger process [22]. These electrons are
then accelerated away from the wall back into the plasma
through the sheath potential and can reach high energies
(≈50 eV) [21, 23] relative to the ionization potential of the
propellant ( 14 eV» for argon (Ar)) [15]. Few ions leave the
thruster since they are radially accelerated into the radial wall
by the dc self-bias voltage, and ambipolar forces constrain the
electrons. The outlet plume is therefore effectively charge-
neutral and no external neutralizer is required [13, 18]. With
no need for an external neutralizer, the size, complexity and
power requirements of the Pocket Rocket are reduced relative
to other, non-charge-neutral, EP sources [8].

The Pocket Rocket is typically operated at relatively high
pressures, above 133Pa (1.0 Torr), since this represents the
Paschen (pressure×distance) minimum for ignition for the
relatively small dimensions required by applications in small
satellites [24]. The study of high-pressure (�1Torr) RF
plasma jets has shown that pressure gradients can greatly
affect the plasma heating mechanisms within the source [25].
Electrothermal sources for space propulsion naturally posses a
neutral pressure gradient between the gas inlet and the
vacuum expansion region; thus, the neutral gas and electron
heating mechanisms can vary across this region. This effect is
compounded as the neutral gas temperature and local ioniz-
ation fraction are coupled to the local collisionality, leading to

a non-linear relationship between axial neutral transport and
the effectiveness of plasma heating mechanisms [26–29].

Capacitively coupled RF plasma sources exhibit different
electron heating mechanisms depending on the pressure,
applied voltage, and geometry. For example, low-power dis-
charges are sustained through ionizations during sheath
expansion and contraction, and hence show plasma heating at
phases of peak temporal voltage modulation (dV/dt) [30].
Sheath collapse heating, e.g. field reversal [31, 32], and
sheath expansion heating, e.g. stochastic heating [33, 34],
occur during phases of peak dV/dt, increasing and decreasing
voltage respectively; they are also indicative of α-mode
operation.

At higher applied voltages, positive ion bombardment
onto material surfaces becomes significant, leading to an
increased production of secondary electrons, which are sub-
sequently accelerated through the sheath and back into the
plasma, reaching maximum energies during full sheath
extension [35, 36]. These electrons typically have a non-
thermal energy distribution and deposit power into the plasma
primarily through ionization collisions. Secondary electron
heating can be enhanced through the hollow cathode effect,
leading to higher specific power deposition [37, 38]. This
γ-mode of operation of the Pocket Rocket is desired due to
increased neutral gas heating.

Power deposited from ion–neutral charge exchange col-
lisions is highest in the plasma sheaths, where the electric
fields couple electrical power into kinetic motion [17, 21].
The phase-averaged sheath extent, and hence heated volume
of the propellant, are related to the local pressure, plasma
density, and dc self-bias voltage [30]. Therefore, under-
standing how the phase-resolved electron heating mechan-
isms link to the phase-averaged sheath dynamics allows for
optimization of the neutral gas heating in electrothermal
plasma thrusters.

In this work, results from two-dimensional fluid/Monte
Carlo simulations of the Pocket Rocket thruster are compared
to experimentally obtained measurements of the phase-
resolved Ar(2p1) excitation rate. The phase-averaged plasma
density, neutral gas heating, and spatially resolved power
deposition are investigated. Three temporal electron heating
mechanisms are identified, and the relative changes in exci-
tation from these mechanisms during an α–γ mode transition
are presented. Finally, the dominant electron heating mech-
anism at three axial locations within the thruster are identified
and discussed.

The Pocket Rocket source, experimental setup, and
optical diagnostics are described in section 2. The simulation
geometry and computational methods employed are discussed
in section 3. Simulated phase-resolved Ar(2p1) excitation
rates are compared against experimentally measured excita-
tion rates for an Ar discharge in α-mode (135 V) and γ-mode
(445 V) in section 4. Phase-averaged simulated plasma den-
sity, excitation rate, and neutral gas temperature are discussed
with relation to the dc self-bias voltage and axial power
deposition in section 5.1. Three temporal electron heating
mechanisms are identified with respect to the phase-resolved
dielectric surface voltage in section 5.2, and the relative
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changes in these heating mechanisms with applied voltage are
discussed in section 5.3. Finally, the spatial extent of each
electron heating mechanism is discussed in section 5.4.

2. Experimental setup

2.1. Description of the source

The Pocket Rocket source, power coupling circuit, and optical
configuration are illustrated in figure 1. The thruster consisted
of an 18mm long, 4.2mm inside diameter, 1.0mm thick,
alumina tube through which propellant is passed. A 5mm
long copper electrode was positioned around the midpoint of
this tube, supported in a ceramic macor housing, and two
grounded aluminum rings, of lengths 4mm and 2mm, were
positioned around the inlet and the outlet, respectively. The
grounded electrodes were 3mm and 4mm from the powered
electrode on the downstream and upstream sides, respec-
tively. The source was mounted to, and electrically isolated
from, an expansion chamber by a 300mm long Pyrex glass
tube. Gas was introduced through a plenum at the upstream
side of the source. The pressure was measured by a gauge
fitted to the plenum, and a Pyrex glass window positioned at
the rear of the plenum enabled optical access along the axial
length of the source. The source was operated in Ar with a
plenum pressure between 186–226Pa (1.4–1.7 Torr) and an
expansion chamber pressure of 113Pa (0.85 Torr).

The source was operated with a 13.56MHz driving
voltage between 135–445V supplied via an external circuit
comprising of an arbitrary waveform generator (Keysight
33621A, 120MHz), broadband amplifier (IFI SCCX100,
0.01–220MHz), and matching network (Coaxial Power

Systems MMN150), connected as shown in figure 1. Voltage,
current, and power were measured with a SOLAYL SAS
Vigilant Power Monitor [39], and the power deposited into
the plasma was obtained via the subtractive method [40, 41].

A 1″ biconcave lens was positioned in front of the ple-
num window, which produced an image of the plasma
focused at the midpoint of the alumina tube; this is shown in
figure 1 as a dotted line. Images were recorded by an (ICCD)
camera (Andor iStar DH344T-18U-73, 1024×1024 array,
pixel size: 13×13 μm2), fitted with a 750.466nm bandpass
filter (LOT-QuantumDesign, 1 nm FWHM), which was
positioned at the focal point of the lens. Phase-resolved
images were obtained by triggering the camera on the output
of an arbitrary waveform generator, and a digital delay gen-
erator (Stanford Research Systems DG645) in series provided
a variable delay in the triggering time.

Phase-resolved optical emission spectroscopy (PROES)
[42, 43] images were taken with an optical gate width of
1.7ns and a gate step of 2ns at a sampling frequency of
500kHz for a total integrated exposure time of 100ms. Since
the ICCD camera was aligned axially with the source, the
measured optical emission was integrated along the axial line-
of-sight within the source. Furthermore, since the plasma was
optically thin at the wavelengths of interest, emission from the
full length of the source region was able to reach the camera.
Therefore, the experimental depth of field (DoF) was taken as
24mm, which was equal to the axial length of the source
region. To a reasonable approximation, the contribution of the
DoF can be considered flat with respect to axial depth [44].
To replicate a 24mm DoF in the simulated PROES images,
discussed in section 4, the simulated excitation was integrated
along the source Z-axis. Radial profiles were taken from the
upstream plenum side of the source, the center of the powered
electrode, and the expansion region downstream of the
source; these are shown in figure 2 as locations 1, 2, and 3,
respectively.

2.2. Electron impact excitation rates

The optical emission from the thruster was measured with
respect to time within the RF voltage cycle by PROES. This
technique provides information on the dynamics of phase-
dependent species in the discharge [43, 45]. The optical
emission from Ar(2p1–1s2) at 750.4nm was measured in
phase with the driving voltage. This state was chosen because
it is dominantly populated from the ground state by direct
electron impact excitation [46, 47]. The phase-resolved opti-
cal emission was post-processed to extract the electron impact
excitation rate of the Ar(2p1) state as summarized below.

The change in population of an excited state ni at any
given time is described by a system of coupled differential
equations. These include the electron impact excitation rate
from ground to leveli, the sum of the excitation rates from
metastables to leveli, the sum of the cascade contributions
due to de-excitation from levels above i, and the decay rate

Figure 1. Schematic of the experimental setup (not to scale),
showing the power coupling circuit and the orientation of the camera
with respect to the plasma source.
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from leveli, as described in equation (1):
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Here, n0, ni, nm, and nc are the ground state, ith state,
metastable state, and cascade state populations, respectively.
Ai is the Einstein coefficient for state i, Aic is the cascade
probability out of state c into state i, while Em,i(t) and Ei,0(t)
are the electron impact excitation functions for metastable
excitation and ground excitation, respectively. Note that
Em,i(t) and Ei,0(t) can be obtained from the product of the
electron density and the rate coefficient for the relevant
process. By assuming that the Ar(2p1) excited state is not
heavily populated through cascade processes or step-wise
(metastable) excitation, the excitation function Ei,0(t) can be
equated directly to the number of photons emitted nPh,i(t,r) via
[43]
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Here, ni(t, r) and Aik are the radial population density and
transition probability out of state i, respectively. The effective
lifetime of state i is denoted by τeff, taking into account
spontaneous emission and collisional quenching given by
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where gik=1 is the optical escape factor [48, 49], and kq and
nq are the quenching coefficient and density of quenching
species q, respectively. In this work, quenching is assumed to
be performed only by neutral Ar where the quenching coef-
ficient (kar=1.6×10−17 m3 s−1) is evaluated for a neutral
gas temperature of 1000K [47, 50].

3. Description of the model

3.1. Mesh geometry and operating conditions

Two-dimensional, fluid-kinetic simulations were undertaken
using the Hybrid Plasma Equipment Model (HPEM) [51].
The Pocket Rocket mesh geometry is illustrated in figure 2.
An external circuit (not shown) comprising of an RF voltage
source and blocking capacitor was connected to the powered
electrode. Although a blocking capacitor was included within
the circuit, the alumina dielectric layer prevented a dc current
back to the power source and maintained the time-averaged
dc self-bias voltage as a negative surface charge.

The numerical mesh consisted of 64×152 (R×Z) cells
in a cylindrically symmetric geometry, corresponding to a
radial resolution of 0.125mm per cell and an axial resolution
of 0.5mm per cell. A higher radial resolution was required to
resolve the electric field gradient through the powered elec-
trode sheaths. The powered electrode was driven by a
13.56MHz voltage with an amplitude of 120–450V. The
source was operated in Ar with an input flow rate of 100sccm
at the gas inlet and a fixed pressure of 0.85Torr at the outlet,
resulting in a plenum pressure of 226Pa (1.7 Torr) at 445V;
this closely matched the experimental setup.

3.2. Simulation theory

To enable specifying an outlet pressure boundary condition,
modifications to the model were required. The simulation is a
multifluid model in which a momentum equation is solved
for each neutral species. In the momentum equation, the
momentum flux is solved at the half-points between the mesh
points for density and temperature. The procedure to imple-
ment the pressure boundary condition is as follows. First, the
numerical mesh points corresponding to the face of the pump
in contact with the plasma are recorded. The pressure gradient
appearing in the momentum equation for each species is
between the pump node and the nearest neighbor plasma
nodes. For each species, the densities at the nearest plasma
nodes to the pump node are averaged and placed at the pump

Figure 2. Illustration of the simulation domain (not to scale). The
domain is radially symmetric around R=0.0mm. Gas is introduced
into the plenum and extracted at the end of the expansion tube. An RF
voltage is applied to the electrodes, denoted in red, and couples to the
plasma through an alumina tube, denoted in blue. The source region,
highlighted by dotted lines, contains three subregions of interest:
upstream (Z= 14.2 mm), the powered electrode (Z= 21 mm), and
downstream (Z= 31 mm), that is, regions 1, 2, and 3, respectively.
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face. These collected densities are then used to compute mole
fractions. The partial pressure of each species at the pump
face is then the mole fraction of that species multiplied by the
outlet pressure boundary condition. The inlet boundary con-
dition is the flow rate, which determines the momentum of
each species at the face of the inlet. With the inlet flow rate
and pressure at the outlet port specified, the pressure gradient
between the two naturally results from the calculation.

The charged particle species included in the simulation
are Ar+, Ar2

+, and e−, with the trajectory of electrons released
from material surfaces following ion bombardment (second-
ary electrons) being kinetically tracked using a Monte Carlo
simulation separately from electrons in the plasma bulk.
Neutral species included are Ar, Ar(1s2), Ar(1s3), Ar(1s4),
Ar(1s5), Ar(4p), Ar(4d), and Ar2

*. Excitation of the Ar(4p)
lumped state is used as a proxy for the excitation of Ar(2p1),
and the full reaction mechanism is as discussed in [52]. An
explicit simulation of radiation transport is not included here.

The energy distribution functions of ions and neutrals are
assumed to be Maxwellian with a superimposed advective
velocity since the plasma is considered to be collisional at
186–266Pa (1.4–1.7 Torr) plenum pressure. The energy
distribution functions for electrons created in the bulk plasma
are obtained from the solution of the two-term approximation
of the Boltzmann equation.

Secondary electron emission from the radial walls of the
thruster is introduced using an energy-independent model,
where the secondary electron flux is proportional to the
incident ion fluxes and the secondary electron emission
coefficient [53]. Secondary electron emission coefficients are
set to γ=0.2 and γ=0.0 at the surface of the alumina wall
and outside the plasma source, respectively. Once created,
secondary electron pseudoparticles are launched from the
material surface with an initial energy of 3eV, and are further
accelerated through the local potential gradient where their
motion and collisions are tracked using a Monte Carlo algo-
rithm [54]. The kinetic treatment of the secondary electrons
ensures that, aside from the initial launch energy, there are no
further assumptions made regarding the shape of the sec-
ondary electron energy distribution.

The density of species Ni within any given cell is
determined from the mass continuity between adjacent cells
(equation (5)).

N

t
S 5i

i ifd
d

= - +· ( )

Here, f is the flux of particles between adjacent cells,
and Si is the particle source function due to electron impact
and heavy particle collisions. For electrons, f is accounted
for using the drift diffusion approximation implemented using
Scharfetter–Gummel fluxes [55]. Reaction rates for the col-
lisional processes are determined from the solution of the
two-term Boltzmann equation. In the case of heavy particle
reactions, rate coefficients are used in Arrhenius form [51].

For ions and neutrals, the species flux and temperatures
are obtained from more complete versions of the momentum
and energy continuity equations (6) and (7). Neutral species

exclude the terms with electric fields, and the viscosity terms
are not included for ions due to the low density of ions
relative to neutral particles.
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Here, Ti, mi, and vi are the mean temperature, mass, and
velocity of species i, respectively. vi is the viscosity tensor for
species i, νij is the collision rate between species i and j, E is
the electric field strength, and kB is Boltzmann’s constant. The
summation term is performed for each heavy particle species j
for which collision rates have been defined. Electron–neutral
and electron–ion collisions solved for in the model include
elastic, excitation, and ionization reactions. As described in
[52], cascade processes, multi-step ionization, and heavy
particle mixing between excited species are also included, the
interaction cross-sections and rate coefficients for which are
obtained from [56–60].

The energy conservation equation (equation (7)) allows
the computation of the temperature of each species by con-
sidering its thermal conductivity κ and the inclusion of a
change in the enthalpy term. The final term applies a temp-
erature dependency to the collision rates, with rate coefficient
kij, and accounts for ion–neutral charge exchange heating.
The general form of the energy continuity equation for heavy
particles is written as follows:
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where ci is the specific heat capacity, Pi is the partial pressure,
and òi is the specific energy of species i. The change in
enthalpy for an exothermic or endothermic reaction is ΔH,
and the rate coefficient for reactions with a change in enthalpy
is given as kΔHij. Equation (7) can be extended into solids to
provide material temperatures. For material nodes, the only
terms on the rhs that are retained are thermal conduction and
sources of heat due to ion collisions and surface neutralization
of ions.

Ion–neutral charge exchange collisions are employed

with a rate coefficient kce,ij=5.66×10−10cm−3
T

300

0.5
g( )

where Tg is the neutral gas temperature [61]. During a sym-
metric charge exchange collision, the temperatures of the ion
and neutral are exchanged, resulting in a significant heating
source for neutrals and cooling of the ions. Ions striking the
radial alumina wall deposit their kinetic energy and remaining
potential energy after their Auger-based neutralization [21].
As the temperature of the walls increases, conductive heat
losses are reduced and the on-axis neutral gas temperature
increases (see figure 3).

5

Plasma Sources Sci. Technol. 27 (2018) 085011 S J Doyle et al



Thermal energy transport from the neutral gas toward the
radial wall is accounted for using the approach described in
[62], based on a temperature ‘jump’ across the computational
cell adjacent to the surface [63]. This temperature jump is
determined largely by the thermal energy accommodation
coefficient αE, which is dependent on a variety of surface
conditions, including the neutral gas temperature. In this work
a value of αE=0.4 is applied, which is based on extra-
polating the temperature dependence of the thermal energy
accommodation coefficient measured by Yamaguchi et al
[64] for Ar atoms incident on platinum surfaces to a temp-
erature of 1000K. In general, Ar thermal energy accom-
modation coefficients have been found to be relatively
independent of the surface material [65].

3.3. Determining wall temperatures

The ion flux incident on the radial wall results in a heating of
the wall material. Previous work has shown that wall heating
in the Pocket Rocket occurs over relatively long time scales
(≈100 s) [21]. This cannot be easily accounted for on typical
simulation time scales (100 μs–10 ms) [51]. To approximate
this effect, two sets of simulations were performed: one with a
fixed initial wall temperature of 325K, and a second with an
initial wall temperature derived from a two-step procedure
described below. The maximum on-axis neutral gas tem-
peratures with respect to applied voltage for both sets of
simulations are shown in figure 3.

The two-step method was performed as follows. In the
first step, the maximum on-axis neutral gas temperature was
computed using a ‘cold’ wall at 325 K. In the second step, the
simulations were re-run with the wall temperature initialized
as the maximum value of neutral gas temperature determined
in the first step. As shown in figure 3 the two-step method
resulted in higher on-axis neutral gas temperatures, with the
difference increasing with applied voltage. The cold wall
neutral gas temperatures in figure 3 closely matched those

previously simulated using the computational fluid dynamics
code CFD-ACE+ [17, 21].

3.4. Determining collisionality

The neutral gas is primarily heated through ion–neutral
charge exchange [21], and hence accurate modeling of the
neutral density, and hence collisionality, is important. The
collisional regime is described by the Knudsen number [66],
Kn, the ratio between the atomic mean free path λ and a
characteristic dimension of the system L:

Kn
L N R

k T

PV R

1

2

1

2
8

Ar Ar

B g

Ar

l
s s

= = = ( )

Here, NAr is the Ar ground state density, which is related
to the pressure P, neutral gas temperature Tg, and discharge
volume V by the ideal gas law; σAr is the collisional cross-
section for collisions between two Ar atoms; and R is the
radius of the discharge region (2.1 mm, figure 3.1). Since the
Pocket Rocket operates in the slip–flow transition boundary
regime ( K0.01 0.35n  ) [67], a slip condition [68] was
applied to plasma material boundaries to maintain nonzero
fluid velocities at material surfaces [69].

The simulated phase-averaged on-axis Knudsen number
for three voltages, 150V, 300V, and 450V, is shown in
figure 4, where an axial location of zero is at the top of the
plenum.

The neutral gas temperature increases with applied
voltage and power deposition, resulting in a reduction in
neutral density within the source region (12�Z�38mm),
reducing the collisionality and increasing the Knudsen num-
ber. Since neutral gas heating is primarily a collisional pro-
cess, this feedback between heating and collisionality sets a
limit on the achievable heating efficiency. The on-axis
Knudsen number profile for 150V shows close agreement
with previous work performed for cold gas operation using
CFD-ACE+ [16, 17].

Figure 3. Phase-averaged on-axis (R= 0 mm) neutral gas tempera-
tures with respect to applied voltage with 325K walls (black circles)
and with the wall temperature determined by the two-step method
(red triangles). The plenum pressure is 186–226Pa (1.4–1.7 Torr) in
Ar for a 13.56MHz driving voltage with amplitudes between
120V–450V.

Figure 4. Phase-averaged on-axis profiles the Knudsen number
showing a reduced collisionality in the heated region of the source.
The plenum pressure is 226Pa (1.7 Torr), driven at 13.56MHz,
with 150V, 300V, and 450V amplitudes, and with 349K, 687K,
and 967K alumina wall temperatures, respectively. An axial
location of zero is at the top of the plenum.
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3.5. Determining thrust

The simulated thrust FT was obtained by integrating the ion
and neutral mass flux through an axial plane, one cell thick
(0.5 mm), at the exit aperture of the thruster (Z= 37 mm). The
method employed was adapted from [70]:
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When considering only neutral Ar and Ar+, this simplifies to
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where R is the radius of the source (2.1 mm), Ac is the cross-
sectional area of a simulation cell (in cylindrical coordinates),
and vAr and vAr+ are the neutral Ar and Ar+ ion velocities,
respectively. The mass flux rates through the plane of inte-
gration are denoted by mAr˙ and mAr+˙ for Ar and Ar+,
respectively. Here, the neutral mass flux rate is defined as
m mAr Ar Ar= G˙ with the Ar atom mass mAr and Ar flux ΓAr.
The Ar ion mass flux rate is defined in the same way for the
Ar+ flux. The differential pressure across the plane of inte-
gration is accounted for as ΔP, which is defined as

P P PZ 0D = - , where PZ is the pressure at the plane of
integration, and P0 is the output pressure of 113Pa
(0.85 Torr). In reality, when operating in vacuum, a portion of
this pressure thrust will be converted into the momentum of
the neutrals; this is not accounted for in this treatment.

Using equation (3.5), the thrust produced by a 100sccm,
450V, and 13.56MHz discharge with a 967K initial temper-
ature wall is 1.13mN for a total deposited RF power of 3.3W,
giving a gross thrust-to-power ratio of 0.34mNW−1. This value
compares well to the Hall effect (0.05–0.08mN W−1) [71, 72]
and gridded ion (0.01–0.02mN W−1) [72] thrusters. Further-
more, the ability to operate the thruster with very low (�5W)
absolute powers provides an advantage over techniques that
require a high minimum power to operate, e.g. Arcjets [4, 72].
These properties make the Pocket Rocket desirable option for
nano-sized platforms with little onboard power.

Note that these values represent lab operating conditions
where the outlet pressure is set to 113Pa (0.85 Torr), as
measured in the expansion chamber, and the deposited power
is taken from the simulation data (figure 7). If employed in a
vacuum, the output pressure P0 will approach zero, resulting
in the formation of a sharp pressure drop through the throat of
the nozzle [16, 73]. Although this boundary will alter the
performance of the thruster, it will also maintain the pressure
gradient through the source, and therefore the heating
mechanisms within the source are not expected to change
significantly in vacuum.

4. Phase-resolved electron impact excitation rate:
experiments and simulations

Measured and simulated phase-resolved Ar(2p1) excitation
rates are shown in figures 5(a) and (b), respectively, for an α-
mode, 186Pa (1.4 Torr) plenum pressure (13.56MHz, 135V
discharge). The simulated powered electrode potential and
dielectric surface potential (Z= 21 mm, R= 2.1 mm) phase
aligned with the simulated excitation are shown in figure 5(c).
The experimental data has been shifted in phase such that the
excitation structures align with those produced in the
simulation.

There is close agreement between the experimental
measurements and the simulations. Two excitation structures
occur per phase cycle in both simulated and measured Ar(2p1)
excitation rates at 135V; these are labeled A and B in
figure 5. Peak A is temporally wider than peak B, and occurs
as the voltage at the powered electrode and adjacent dielectric
are increasing, thereby accelerating electrons toward the di-
electric; this is the phase of sheath collapse. Peak B occurs for
decreasing voltage at the powered electrode and dielectric,
accelerating electrons away from the dielectric; this is the
phase of sheath expansion.

A similar comparison for a 240Pa (1.8 Torr) plenum
pressure (13.56MHz, 445V discharge) is shown in figure 6,
where the plasma is operating in a ‘bright’ mode [74]. This
bright mode is hereafter referred to as the γ-mode, and is
defined as the point where the integrated excitation from peak
C becomes larger than A and B. The discharge transitions into

Figure 5. Phase-resolved (a) measured and (b) simulated Ar(2p1)
excitation rates, and (c) simulated electrode voltage waveform and
dielectric surface potential at the powered electrode (Z= 21 mm,
R= 2.1 mm) with respect to the RF phase. The plenum pressure is
200Pa (1.5 Torr) in the experiment, 186Pa (1.4 Torr) in the
simulation, with a 135V applied voltage at 13.56MHz; the
simulation wall temperature is 332K.
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γ-mode for voltages higher than 325V in the experiment and
at voltages higher than 270V in the simulation.

The measured and simulated excitation rates show close
agreement with two excitation structures per RF cycle. When
compared to figure 5, the excitation during sheath collapse at
the powered electrode, peak A, is still visible; however, this
structure occurs over a shorter time interval. The excitation
during sheath expansion at the powered electrode, peak B, is
no longer visible, and a new excitation structure, peak C,
appears just after maximum sheath extension at 0.75t

2
»w

p
.

Peak C represents excitation from secondary electrons
released from the alumina surface via ion bombardment and
subsequently accelerated through the sheath potential. Note
also that the background excitation rate is higher in γ-mode
than in α-mode, suggesting the existence of a time-indepen-
dent excitation mechanism.

The time-averaged dielectric surface potentials, denoted
by the red dotted lines in figures 5 and 6(c), are both negative.
Since the bias on the blocking capacitor is small, the average
applied voltage to the electrodes is essentially zero. The
charging of the alumina dielectric surface therefore functions
as a dc self-bias voltage, which is mostly negative for the
445V case: it is negative for 74% of the RF cycle as com-
pared to 66% of the cycle at 135V. In traditional RF dis-
charges, where bare metal electrodes are used and a blocking
capacitor is installed in the circuit, the dc self-bias voltage
forms to balance the collected currents on the grounded and
powered electrodes [30]. In this geometry, the electrodes are
not in direct contact with the plasma, and therefore currents to

those electrodes are displacement currents. Assuming the
current density is constant, the dc self-bias voltage is deter-
mined by the ratio of the collecting areas of the grounded and
powered electrodes. For such conditions, the dc self-bias
voltage scales linearly with the applied voltage amplitude, and
is negative if the powered electrode has a smaller surface area,
as in this geometry.

The computed increase in the magnitude of the dc self-
bias voltage with increasing applied voltage is a result of
several factors. First, an increase in the driving voltage
naturally produces an increase in the dc self-bias voltage,
when all other conditions remaining constant. Second, with
increasing applied voltage and power deposition, the plasma
density increases, which reduces the sheath width near the
powered electrode relative to that adjacent to the grounded
electrodes. This leads to an increase in capacitance, which
enables more current to be collected by the powered elec-
trode, thereby making the negative dc self-bias voltage a
larger fraction of the applied voltage [30, 75]. Third, an
increase in the ion flux due to the increased density releases
more secondary electrons at the radial alumina wall adjacent
to the powered electrode. These secondary electrons are
accelerated to higher energies through the sheath potential
because the dielectric surface potential is more negative. As
the dc self-bias voltage varies along the axial length of the
thruster, so too does the flux and energy of ion-induced
secondary electrons, which could potentially lead to an
additional secondary electron-induced asymmetry [76].

4.1. Power dissipated in the plasma

The measured and simulated plasma power deposited with
respect to applied voltage is shown in figure 7.

Figure 6. Phase-resolved (a) measured and (b) simulated Ar(2p1)
excitation rates, and (c) simulated electrode voltage waveform and
dielectric surface potential at the powered electrode (Z= 21 mm,
R= 2.1 mm) with respect to the RF phase. The plenum pressure is
1.8Torr in the experiment, 1.7Torr in the simulation, with a 445V
applied voltage at 13.56MHz; the simulation wall temperature
is 963K.

Figure 7. Measured and simulated plasma power with respect to
applied voltage amplitude. The voltage interval within which the α–
γ transition occurs is shown by shaded regions. The plenum pressure
is 200–240Pa (1.5–1.8 Torr) in the experiment, 186–226Pa
(1.4–1.7 Torr) in the simulation, for a 13.56MHz driving voltage;
the simulation wall temperature is 332–963K.
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The measured plasma power agrees with the simulated
power for voltages up to approximately 250V, beyond which
the measured plasma power increases more rapidly with
voltage. An α–γ mode transition occurs for applied voltages
between 325V and 355V in the experiment and between
270V and 300V in the simulation. This difference in the
α–γ mode transition voltage could be due to ion energy-
dependent secondary electron emission coefficients that are
not captured in the model. These differences could also be
due to power deposition in non-plasma components within
the circuit, which are not accounted for in the model.

The more gradual increase in power deposition with
voltages above 250V in simulation is attributed to the fol-
lowing. (1) The secondary electron emission and thermal
accommodation coefficients will affect the power deposition
to the plasma. These values are not precisely known in the
experiment, and can change depending on material temper-
ature and surface cleanliness [77, 78]. (2) By increasing the
initial wall temperature with the applied voltage using the
two-step method, the conductive losses from the neutral gas
to the walls are reduced for a fixed thermal accommodation
coefficient. Less power is required to attain higher neutral gas
temperatures as the power required to maintain the high wall
temperature is effectively removed from the simulation. This
results in a lower simulated plasma power deposition for the
given applied voltage.

5. Spatio-temporal heating mechanisms in the
Pocket Rocket

5.1. Phase-averaged plasma parameters

The Ar+ density, electron temperature, axial pressure profile,
and axial neutral velocity profile are shown in figures 8(a),
(b), and (c), respectively, for a 450V, 1.7Torr plenum
pressure γ-mode discharge.

The Ar+ density (figure 8(a)) reaches a maximum on-axis
at the center of the powered electrode (region 2). The decrease
in density from upstream to downstream (regions 1 to 3) is
primarily a result of the decreasing pressure. The inhomo-
geneous axial plasma density results in an axial variation in
sheath thickness and capacitance, leading to larger variations
in current collected at the powered and grounded electrodes.

There is an asymmetry in electron temperature about the
powered electrode in figure 8(b), with a region of hotter
electrons reaching closer to the axis further downstream
(region 3). The phase-averaged sheath extension can be
inferred from the region of hot electrons, since cold electrons
will not have enough energy to enter this region. This sug-
gests a larger sheath extension downstream (region 3) of the
powered electrode relative to upstream (region 1). This is in
agreement with the asymmetric distribution of plasma density
observed in figure 8(a). The electron temperatures upstream
and downstream of the source (regions 1 and 3, respectively)
are significantly lower than at the powered electrode
(region 2).

The on-axis neutral gas pressure (Pg) and axial neutral
gas velocity (Vg) are shown in figure 8(c). The pressure
decreases linearly with respect to distance until it reaches
≈0.85Torr, which is equal to the output pressure in the
expansion region. The neutral gas velocity increases as it
enters the thruster (region 1), reaching a maximum at the
powered electrode (region 2) where power is primarily
deposited into the plasma. The gas velocity drops sharply as it
expands and cools upon exiting the thruster at Z=37mm
(region 3), where V Tg gµ as expected.

The total simulated phase-averaged Ar(2p1) excitation
rate due to collisions with fluid electrons, created in the gas-
phase, and secondary Monte Carlo electrons is shown in
figure 9(a). The on-axis contributions from each class of
electrons to the total excitation rate are shown in figure 9(b),
and the on-axis plasma potential and dielectric surface
potential (R= 2.1 mm, Z = 21 mm) are shown in 9(c).

There is a peak in Ar(2p1) excitation rate at the powered
electrode (region 2), and it is aligned with the region of
negative dc self-bias voltage on the alumina surface, as shown
in figure 9(c). The excitation rate upstream and downstream
(regions 2 and 3, respectively) is significantly lower than at
the powered electrode, as is consistent with a γ-mode
discharge.

The on-axis Ar(2p1) excitation rate resulting from colli-
sions with either fluid or secondary electrons is shown in
figure 9(b). Although upstream (region 1) has a higher peak
excitation than downstream (region 3), their axially integrated

Figure 8. Phase-averaged (a) Ar+ density, (b) electron temperature,
and (c) on-axis gas pressure and axial neutral gas velocity. Regions
1, 2, and 3 are defined as upstream, the powered electrode, and
downstream, respectively. The plenum pressure is 226Pa (1.7 Torr)
in Ar, with a 450V applied voltage at 13.56MHz; the wall
temperature is 967K. An axial location of zero is at the top of the
plenum.
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contributions are approximately the same, noting that the
volume of excitation upstream is larger than downstream. The
excitation is primarily driven by lower energy fluid electrons
in all three regions, since the more energetic secondary
electrons preferentially cause ionization. The secondary
electron ionization rate (not shown) is a factor of five larger
than the excitation rate, and is approximately equal to the
ionization rate of the fluid electrons in γ-mode.

The excitation peaks upstream and downstream (regions
1 and 3) have almost no contribution from secondary elec-
trons. Excitation in these regions arises primarily from sheath
heating mechanisms, where time-varying electric fields ensure
current continuity between the central powered electrode and
the grounded electrodes at the inlet and outlet. The physical
mechanisms responsible for the excitation at each location are
discussed in sections 5.2 and 5.4.

The contribution to the total excitation rate by secondary
electrons is greatest at the powered electrode (region 2). This
is to be expected because the dc self-bias voltage at the sur-
face of the dielectric wall, shown in figure 9(c), is most
negative at the powered electrode between 17�Z�27mm.
The magnitude of the dc self-bias voltage in region 2 and
corresponding axial positive ion flux at regions 1, 2, and 3
with respect to applied voltage are shown in figures 10(a) and
(b), respectively. The small statistical scatter is due to the
inherent noise in the Monte Carlo simulation used to track
secondary electrons.

Normalizing the dc self-bias voltage to the applied volt-
age more clearly shows the increasing ratio with increasing

applied voltage. The dc self-bias voltage approaches a limit of
65%–70% of the applied voltage amplitude. This corresponds
to a dc self-bias voltage of −304V for 450V applied at the
powered electrode. Due to the large physical asymmetry
between the powered and grounded electrode areas, the dc
self-bias voltage is a large fraction (�40%) of the applied
voltage amplitude even when the discharge is operating in
α-mode.

Increasing the applied voltage results in an increased
phase-averaged ion flux at all axial locations, as shown in
figure 10(b). The increase is greatest in magnitude at the
powered electrode (region 2), correlating with the increased
dc self-bias voltage and production of more secondary elec-
trons. The secondary electrons produced at the powered
electrode (region 2) are also accelerated to higher energies
than those produced at the grounded electrodes. The increased
ionization due to ion-induced secondary electron emission
results in an increase in the plasma density at the powered
electrode (region 2), as shown in figure 11.

In α-mode, with 150V discharge, the plasma density
reaches a maximum of 1.1×1017m−3 near the center of the
powered electrode (region 2). A secondary peak in plasma
density occurs upstream (region 1). The plasma density drops
off sharply at Z�37mm as the plasma expands at the exit of
the thruster. As the voltage is increased to 300V, the plasma
enters γ-mode and the maximum on-axis plasma density
increases to 6×1017m−3 at the upstream side of the pow-
ered electrode (Z= 17 mm, between regions 1 and 2). This
value closely agrees with the value of 5.4×1017m−3

Figure 9. Phase-averaged (a) Ar(2p1) total excitation rate, (b) on-axis
contribution to the excitation rate from fluid electrons and secondary
electrons, and (c) on-axis plasma potential and dielectric surface
potential at the powered electrode (region 2). The plenum pressure is
226Pa (1.7 Torr), with a 450V applied voltage at 13.56MHz; the
wall temperature is 967K. An axial location of zero is at the top of
the plenum.

Figure 10. Phase-averaged (a) dc self-bias voltage and (b) Ar+ flux
at the alumina surface with respect to applied voltage amplitude
upstream (region 1), at the powered electrode (region 2), and
downstream (region 3). The plenum pressure is 186–226Pa
(1.4–1.7 Torr) Ar, with a 13.56MHz applied voltage; the alumina
wall temperature is 334–967K.
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previously obtained for similar operating conditions at
300V [16].

At voltages above 300V the peak density shifts back to
the center of the powered electrode (region 2) at Z=21mm,
reaching a maximum value of 1.2×1018m−3 at 450V. The
increase in density at this location is attributed to the pro-
duction of more energetic secondary electrons as the dc self-
bias voltage magnitude and ion flux increase. The smaller
peak at approximately Z=17mm results from electron
heating during sheath collapse upstream of the powered
electrode (region 1). The spatial distribution of these heating
mechanisms is described in more detail in section 5.4.

The neutral gas temperature and RF power deposition for
a simulated 1.7Torr Ar, with 450V (γ-mode) and
13.56MHz discharge, are shown in figure 12.

The largest increase in neutral gas temperature is axially
localized near the powered electrode (region 2) (figure 12(a)).
This correlates with the region of highest dc self-bias voltage
(figure 9(c)), greatest radial Ar+ flux (figure 10(b)) and
greatest plasma density (figure 11). The ions first gain thermal
energy in the presheath and then radial advective velocity in
the sheath, both of which contribute to gas heating via charge
exchange collisions. This is in agreement with previous
observations, which have suggested that the primary neutral
gas heating mechanism is through ion–neutral charge
exchange collisions [17, 21]. Localized heating close to the
powered electrode reduces the local gas density, resulting in a
reduction in collisionality, as shown previously in figure 4.

The RF power coupled to the plasma per unit volume is
shown in figure 12(b). The total RF power coupled to the
plasma is 3.27W; of this, 2.69W is coupled via ion accel-
eration in the sheaths, and 0.58W is coupled via electron
heating. Power deposition is highest adjacent to the powered
electrode between 17�Z�27mm, aligning with the region
of highest dc self-bias voltage. Power is primarily deposited
within the sheaths, and reduces with radial distance from the
radial wall, dropping significantly for R�1.0mm. The net
rate of charge exchange is largest in the center of the bulk
plasma where the ion density is highest. However, the heat
source is largest off axis, in the sheaths, where the ions gain
energy. It follows that a larger sheath region will result in a
larger number of ions being accelerated over a greater dis-
tance, and will increase the volume of the plasma into which
power is coupled. Furthermore, a larger maximum sheath
extension necessitates an increase in the sheath velocity, for a
fixed driving frequency, increasing the power deposition.

Since the maximum sheath extension is proportional to
the radial wall surface potential, an increasingly negative dc
self-bias voltage increases the sheath extension and con-
sequentially the volume of plasma into which power is
deposited [30, 75]. The sheath extension is also inversely
proportional to the decreasing gas density, resulting in an
increased radial extent to which power is deposited with
increasing axial distance along the thruster. Combining these
two effects, the volume of the plasma into which power is
deposited could be optimized for a given radius by varying
the dc self-bias voltage. This could be accomplished by
varying the size of the grounded electrode relative to the
powered electrode, a technique used in semiconductor pro-
cessing [37, 79], or through an application of an electrical
asymmetry [20, 80].

The high radial ion acceleration and ion flux close to the
powered electrode results in an undesired etching of the di-
electric surface. Figures 13(a) and (b) show the angular dis-
tribution in the ion energy distribution function (IEDF) and
angle-integrated IEDF incident on the alumina wall adjacent
to the powered electrode (R=2.1 mm, Z = 21 mm) for a
450V γ-mode discharge.

Figure 13(a) shows the angular dispersion of the ions
impacting the dielectric surface with respect to the ion energy,
the color denoting the fraction of the IEDF at the given
energy. Over 50% of ions impacting the radial wall hit within
2° of normal, accelerated through the powered electrode

Figure 11. Phase-averaged on-axis plasma density with respect to
axial location for 150V, 300V, and 450V discharges. The
discharge is in α-mode at 150V and γ-mode for 300V and 450V.
The plenum pressures are 186Pa, 213Pa, and 226Pa (1.4 Torr,
1.6 Torr, and 1.7 Torr) Ar, with a 13.56MHz applied voltage; the
wall temperatures are 334K, 687K, and 963K, respectively. An
axial location of zero is at the top of the plenum.

Figure 12. Phase-averaged (a) neutral gas temperature, and (b) RF
power deposition for a 450V, γ-mode discharge. The plenum
pressure is 226Pa (1.7 Torr), with a 13.56MHz applied voltage; the
wall temperature is 963K. An axial location of zero is at the top of
the plenum.
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sheath. This indicates that the radial ion acceleration is sub-
stantial enough such that the radial ion flux is not greatly
affected by the perpendicular neutral flow.

The IEDF in figure 13(b) is Maxwellian in profile due to
the high gas pressure, and has a mode energy of 10eV. There
exists a high-energy tail extending beyond 250eV due to the
relatively large potential (−342 V) present across the powered
electrode sheath. The high-energy tail contains the majority of
the ion population, with 61% of the ions above 50eV,
denoted by the dashed line. This indicates that sputtering
of the alumina surface is likely to occur during γ-mode
operation.

Since sputtering rates scale linearly with the ion current
density incident on the surface to be sputtered [75], an esti-
mate of the etching rate in the Pocket Rocket can be achieved
by comparison to known devices. Alumina etching rates of
10nm min−1 have been demonstrated using an industrial ion
milling technique employing a 500eV, 1mAcm−2 current
density Ar+ beam [81]. The Ar+ radial flux incident on the
wall at 450V in the Pocket Rocket is 9.3×1020 (m−2s−1)
(figure 10(b)), which equals a current density of
14.9mAcm−2. By comparison to [81] the etching rate in the
Pocket Rocket is therefore approximately 149nm min−1.
This reduces to an effective etching rate of 90.9nm min−1,
5.45μm h−1, assuming that only 61% of the ions are capable
of sputtering. However, since this does not fully account for
the reduced mean ion energy or the increased surface rede-
position due to the higher operating pressure in the Pocket
Rocket, these values represent an upper limit for the etch-
ing rate.

Etching rates decrease by approximately a factor of three
per order of magnitude in ion energy; this is due to the
dependence of the sputtering yield on the ion velocity [82]. If
this is assumed, along with a conservative redeposition frac-
tion of 0.5, then the final net etching rate in the Pocket Rocket
becomes 0.91μm h−1. At this rate the Pocket Rocket could
operate for over 1000 h before the alumina wall was

significantly etched. The lifetime of the thruster is therefore
expected to be constrained primarily by propellant availability
and not through component etching.

5.2. Phase-resolved electron heating mechanisms

The predicted phase-resolved total Ar(2p1) excitation rate on-
axis and alumina surface bias for three operating voltages
(150 V, 300 V, and 450 V) are shown in figures 14(a) and (b),
respectively. The excitation profiles are integrated through a
DoF equal to the length of the source (DoF=24 mm),
including excitation from each region of interest.

Peak A occurs for all three voltages in figure 14(a) and
increases in magnitude with applied voltage. The peak
becomes more temporally narrow and more closely aligned
with the maximum voltage at the powered electrode (region
2) dielectric surface as the applied voltage is increased. This
change is a result of the differing charge dynamics of the ions
and electrons within a phase cycle, leading to the build-up of
excess charge within the plasma bulk. Increasing the applied
voltage results in a larger dc self-bias voltage and a greater
phase-averaged radial ion flux, as shown previously in
figure 10. To maintain quasi-neutrality within the bulk, there
is an equal phase-averaged electron flux to the walls to
compensate for the positive ion loss from the plasma [83].
During sheath collapse, shown in figure 14(b) as the shaded
regions, electrons are able to leave the bulk plasma to con-
serve current continuity. However, as the dc self-bias voltage

Figure 13. Phase-averaged (a) angularly resolved and (b) angle-
integrated Ar+ IEDF adjacent to the powered electrode dielectric at
region 2 (R=2.1 mm, Z = 21 mm) for a 450V γ-mode discharge.
The plenum pressure is 226Pa (1.7 Torr) Ar, with 13.56MHz at
450V; the wall temperature is 963K.

Figure 14. Simulated (a) on-axis phase-resolved Ar(2p1) excitation,
and (b) dielectric surface potential at the powered electrode (region
2) (R = 2.1 mm, Z = 21 mm) for applied voltages of 150V, 300V,
and 450V. The shaded area represents the phase interval for which
the sheath is collapsed for operation at 150V (black) and 450V
(blue). The plenum pressures are 186Pa, 213Pa, and 226Pa
(1.4 Torr, 1.6 Torr, and 1.7 Torr) Ar, with a 13.56MHz discharge;
the wall temperatures are 334K, 687K, and 963K, respectively.
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increases, the phase-averaged positive Ar+ flux leaving the
plasma increases, indicated in figure 10(b) as an increased
phase-averaged positive ion flux. The electron flux at the
phase of sheath collapse must therefore increase with
increasing voltage. Furthermore, the proportion of the RF
phase cycle for which the sheath is collapsed decreases with
increasing dc self-bias voltage, which is observed as a
reduction in the shaded area between 150V and 450V
operation in figure 14(b). Both of these mechanisms lead to
increased electron flux at sheath collapse, and therefore a
higher Ar(2p1) excitation rate.

Peak B occurs for voltages below 150V, and is
approximately the same magnitude as peak A. Peak B is
produced as the alumina surface potential decreases, repelling
electrons from the surface, and can therefore reasonably be
attributed to sheath expansion heating. Due to the high
pressures (�1Torr), the maximum sheath velocity is rela-
tively low, and this results in a relatively small contribution to
the total excitation.

Peak C occurs just after the phase of most negative
alumina surface potential ( 0.77t

2
=w

p
), indicating that it is not

a product of sheath movement. The excitation could be due to
the release of energetic secondary electrons from the alumina
surface, which are then accelerated through the fully extended
sheath. Electrons produced at material surfaces have a non-
zero time-of-flight to reach the central axis of the Pocket
Rocket, and hence there will be a delay between maximum
ion bombardment at the most negative voltage and when the
on-axis excitation occurs due to secondary electrons. Note
also that the shape of the surface potential in figure 14 is
sinusoidal, indicating that the RF voltage waveform is not
greatly deformed as it is coupled between the copper elec-
trode through the alumina radial wall. This is due, in part, to
the current to the electrodes through the alumina being purely
displacement current, and the permittivity of the alumina in
the model being independent of temperature and electric field
strength.

5.3. Phase-resolved excitation across the α–γ mode transition

An α–γ mode transition is observed experimentally as an
increase in the optical emission intensity at voltages above
325V and in the simulation as an increase in the Ar(2p1)
excitation at voltages above 270V. The simulated on-axis
Ar(2p1) excitation rates for voltages between 120–450V, in
steps of 30V, are shown with respect to phase in figure 15,
where the contours are obtained by interpolating the excita-
tion between each voltage.

Peaks A and C grow with increasing applied voltage, as
shown previously in figure 14, while peak B either reduces
with increasing voltage or does not grow fast enough to
overcome the increasing time-independent ‘background’
excitation between peaks A and C. This background excita-
tion is also observed experimentally, as shown in figure 6(a).
The increase in the temporally constant background excitation
is attributed to the secondary electron emission as a
result of increased temporally constant ion bombardment,
which is shown in figure 10(b). This implies that there is

time-independent neutral gas heating since ion–neutral charge
exchange is the primary neutral energy deposition pathway
[21]. Although the dc self-bias voltage ensures an approxi-
mately time-independent secondary electron rate of produc-
tion, the secondary electron energy has a time dependency.
The most energetic secondary electrons are produced at
maximum sheath extension aligning with excitation peak C.
Therefore, the background emission is an indication of the
temporally constant secondary electron production, whereas
peak C describes the temporally varying secondary electron
energy.

As described previously, peak A primarily results from
increased axial and radial electron flux during sheath collapse
at the powered electrode to maintain current continuity, and
peak B results from electron collisions during sheath expan-
sion. Peak C and the background excitation result from sec-
ondary electrons generated from ion bombardment. As
described in section 4, an α–γ mode transition occurs when
the secondary electron interactions represent the dominant
ionization pathway, i.e. time-integrated excitation from peak
C, and the background is greater than the combined excitation
from peak A and B. This transition occurs in simulation
between 270V and 300V, denoted by the space between the
white dotted lines in figure 15; the results closely match the
experimental transition at 325V.

5.4. Spatially resolved plasma heating mechanisms

Simulated, phase-resolved, on-axis Ar(2p1) excitation rates
from upstream, at the powered electrode, and downstream of
the source, regions 1, 2, and 3, respectively, are shown in

Figure 15. Simulated Ar(2p1) excitation rates, including excitation
from fluid and secondary electrons, with respect to RF voltage phase
and voltage amplitude. Voltages below 270V and above 300V
(inclusive) denote α-mode and γ-mode operation, respectively. The
plenum pressure is 186–226Pa (1.4–1.7 Torr), with a 13.56MHz
discharge; the wall temperature is 334–963K.
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figure 16. By setting the DoF to 0.5mm, one cell thick in the
axial direction, the excitation rate at each location can be
observed independently as opposed to the axially integrated
analysis discussed earlier. The phase-resolved excitation
from each region for a 226Pa (1.7 Torr) plenum pressure,
and 13.56MHz, 450V, γ-mode discharge is shown in
figure 16(a). The voltage drop across the sheath (Von−axis−
Vdielectric) at each region is shown in figure 16(b). Note that
the phase of maximum sheath drop at the grounded electrodes
is 0.5t

2
=w

p
out-of-phase relative to the maximum sheath

drop at the powered electrode.
The phase-resolved Ar(2p1) excitation is normalized to

the global maximum value within the three profiles shown in
figure 16(a). A significant change in the temporal excitation
profile between the three regions demonstrates that the
dominant excitation mechanism changes with axial distance.
The excitation upstream (region 1) peaks just prior to the
maximum sheath drop, and hence maximum sheath exten-
sion, at the upstream grounded electrode. This indicates that
sheath expansion heating is the dominant electron heating
mechanism at the upstream grounded electrode [34]. A sec-
ondary, smaller peak in excitation during sheath collapse
(0.3 0.5t

2
 w

p
) suggests that sheath collapse heating occurs

in this region as well.
Excitation at the downstream grounded electrode

(region 3) exhibits a similar profile as the upstream electrode,
albeit shifted to a later time in the RF cycle and shows no
excitation during sheath collapse. Although the maximum
sheath voltage drop across the downstream grounded electrode
sheath is lower than that for the upstream electrode, it occurs
over the same region in the RF phase (0.1 0.5t

2
 w

p
)

(figure 16(b)). This suggests that the primary heating mech-
anism is likely still sheath expansion heating at the grounded
electrode; however, there may be further effects from other
heating mechanisms, such as axial electron flux toward the
collapsed powered electrode sheath. Upstream and down-
stream (regions 1 and 3, respectively) both demonstrate
heating mechanisms that correspond to α-mode heating, where
sheath expansion and collapse dictate the ionization and
excitation structures.

The excitation at the powered electrode (region 2), is
markedly different from that upstream and downstream
(regions 1 and 3, respectively). Most notably, the peak exci-
tation rate occurs later in the RF cycle, just after the phase of
maximum sheath voltage drop 0.8t

2
=w

p
. This corresponds

to the phase of the most negative alumina surface potential,
suggesting that the excitation is most likely due to collisions
from an increased number of high-energy secondary elec-
trons, accelerated through the sheath potential as previously
described (with reference to figure 14). The excitation struc-
ture at the powered electrode (region 2) shows little evidence
of either sheath expansion or sheath collapse heating during
the powered electrode sheath collapse, 0.25t

2
»w

p
, but does

show a substantial ‘background’ excitation, such that the
minimum excitation rate at the powered electrode is only
slightly less than the maximum rate downstream (region 3).
This background excitation increases with voltage due to the
ion-induced secondary electron emission increasing with the
phase-averaged ion flux, providing a time-independent exci-
tation mechanism as shown in figure 6.

6. Conclusions

Electron heating mechanisms were investigated in an RF
electrothermal microthruster operating between 186–226Pa
(1.4–1.7 Torr) with an applied 13.56MHz voltage between
130–450V. Experimental measurements of the phase-
resolved Ar(2p1) excitation rate were compared to simulation
measurements using the HPEM; the measurements showed
close agreement. An α–γ mode transition was observed for
voltages above 270V in simulation and above 325V in the
experiment. Three excitation structures were observed within
the RF voltage cycle, and by comparison to simulations, the
primary heating mechanism responsible for each was identi-
fied: electron heating at the collapsing sheath edge during
sheath collapse, electron heating during sheath expansion, and
secondary electron-induced excitation at maximum sheath
extension. Sheath collapse and sheath expansion heating
mechanisms primarily deposit power on-axis at the upstream
and downstream ends of the thruster, while power deposition
from secondary electron collisions and ion–neutral charge
exchange interactions predominately occurs within the pow-
ered electrode sheath. The maximum sheath extension, and
correspondingly the heated volume of the plasma, was found
to increase with the magnitude of the dc self-bias voltage.
Optimizing the volume of the propellant heated, and the
plasma discharge mode, via the dc self-bias voltage could

Figure 16. Simulated on-axis (a) Ar(2p1) excitation and (b) sheath
voltage drop upstream, at the powered electrode, and downstream
(regions 1, 2, and 3, respectively). The plenum pressure is 226Pa
(1.7 Torr), with a 450V applied voltage at 13.56MHz; the wall
temperature is 963K.
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potentially enable the development of more power-efficient
electrothermal thrusters for use in increasingly miniaturized
satellite platforms.
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