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Simulation of copper electrodeposition on an initially flat surface by a classic two-step electron transfer sequence accompanied by
surface diffusion was carried out by a three-dimensidBaD) kinetic Monte Carlo model linked to a 1-Qrontinuum finite

difference model. The evolution of deposit roughness was simulated numerically and compared, through use of scaling parameters,
with experimental data obtained by atomic force microscopy from deposits formed under constant potential in aqueous solutions
of 0.5 M Cu,SQO, and 1.0 M HSO,. The model was used to carry out parametric investigations on the effect of adsorption,
surface diffusion, and lattice incorporation, all of which were found to exert an influence on the evolution of surface roughness.
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Electrochemical metal deposition involves phenomena that arely directly measured, such as the surface diffusion coefficient, so
important at the same time over at widely different time and lengththat indirect inferences from experimental outcomes are required.
scales. For example, the macroscopic current and potential field dis- A variety of simulations based on Monte Carlo methods have
tribution over a plated part depends upon heterogeneous and homdeen developed to investigate the evolution of lattice formation at
geneous reactions that occur among various species that move Bie atomic levef?*These simulate crystal growth on the time scale
migration in a potential field, diffusion in concentration fields, and associated with surface diffusion and adsorpfi$ff,and have been
convection in hydrodynamic flow patterhét the same time, crii- ~ used in electrodeposition and dissolution to study adsorpfidh,
cally important phenomena are associated with nucleation andnorphology evolution in tvx?-dlmen5|onaﬂz-D)32'4° and 3-D}**?
growth events that occur at the atomic-to-nanoscale at and near thd 2-D texture formatioff>**In general, these works have focused
active surfacé. Indeed, for more demanding small-scale applica- O" individual steps of overall reaction mechanisms, rather than on
tions such as in the microelectronics fidi@icontrol over molecular ~ Overall mechanisms that consist of a variety of steps and pathways.
aspects of growth morphology is critically important for technologi- There are several indirect experl_mental methods that are used_ to
cal success. test hypotheses of molecular behavior at and near surfaces, of which

In general, macroscopic engineering models of electrochemicafhreg tfourt1)(t:i use in this ]:/vorkf. Atomic kl:orce r:;]ictroscogyFM) Ii'? ivel
systems do not attempt to describe the rich near-surface chemistr IS€d {0 obtain Images of surlace rougnness that can be quattatively

. . '45’46 . . - .
detailed reaction mechanisms, or intricate molecular traffic pattern ompared 10 S|mu|at|orf§. The variation of current with time
that occur in the course of metal ion reduction and lattice during constant potential electrolysis is used to identify growth

. o . mechanisms based on continuum moHeds well as noncontinuum
formation®’ Accurate description of such events requires noncon-

models provided that they involve only elements that do not depend

:lr:]uum tr_nethods thag can ?lmulate behawor at 'ef‘gth scdalies whezgn potential. In addition, scaling analysis of the time- and lateral-
€ continuum equations or macroscopic engineering moadels are n istance-dependence of the interfacial width, defined as the root-

valid. At the same time, there have been truly significant advances i’?nean-squaregrms) of the surface height and obtained experimen-
experimental techniques that are leading to improved fundamenta{a”y from AFM, images of deposit roughness, provides a
scientific understanding of molecular mechanisms involved in thequantitative method to evaluate morphology evolution at a

electrodeposition proce&$.It is important to integrate new molecu- surface?849

lar knowledge into engineering methods for predicting behavior, as | the present two-part work, we investigated reaction mecha-
well as design, optimization, and process control. Improved simulajsms that are based on adsorption, followed by a two-stage electron
tion procedures are therefore needed to bridge multiple length scalegansfer sequence that is accompanied by surface diffGSimnthis
that are simultaneously important at molecular and macroscopic levpaper Part I, we describe a noncontinuum Monte Carlo simulation of
els. In the present work, we report on a noncontinuum Monte Carlothe mechanism that is linked to a continuum model that describes
model linked to a continuum model to investigate a relatively simple the bulk region. The linked codes were used to predict specific out-
hypotheses of mechanism. The numerical simulation was used t@omes in pristine experiments, to establish values of the parameters,
test the hypothesis by comparing experimental roughness evolutioand to carry out parametric studies. In Part 1l, we extend the model
data on initially flat surfaces with simulations of deposit growth.  to include the effect of a simple additive species, and also to use the
There are several hypotheses of the molecular events that occunodel to predict shape evolution in additional geometries associated
when a metal ion moves from a bulk aqueous solution to a surfacewith filling of submicrometer trenches. A more detailed description
where it undergoes electrochemical reaction to become incorporatedan be found elsewhere.
in a metal deposit. For example, a number of investigators have
presented experimental studies supporting the importance of surface
diffusion in the deposition proce$s™ while others®'® favor a To obtain a baseline for calibrating and validating the model,
mechanism where the metal ion adsorbs and incorporates at the kinkopper electrodeposition experiments were performed. Solutions of
sites directly from solution. It has also been suggesttht surface 0.5 M Cu,SO, and 1.0 M HSO, were prepared from coppé)
diffusion plays a factor only at very low overpotentials. The testing sulfate pentrahydrateAldrich, 99.999%, double distilled sulfuric
of such hypotheses is difficult when critical parameters are not easacid (Aldrich), and Millipore-Q purified watef18.0 MQ cm). The
working electrode was a €ill) single crystal disk(1 cm diam,
Monocrystals Cg.mechanically polished with cloth covered wheels
* Electrochemical Society Student Member. containing 1 and 0.3:m alumlng(BuehIeD. The counter and_ refer-
** Electrochemical Society Fellow. ence electrodes were a Pt wire and a Cu wire, respectively. The
Z E-mail: r-alkire@uiuc.edu electrochemical cell consisted of a recrystallization dish where the
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O O O O Table I. Monte Carlo Cu model parameters.
Parameter Value
Cuw?* bulk diffusion rate 6.0< 10° nn¥/s
CW" adsorption rate 75 nm/s
CU?" adsorption transfer coefficient 0.339
K _ Cu* surface diffusion rate 2.6 10° nn¥/s
O o O [ e Cu" step energy barrier —-15x 10°%°J
i ] i . Cu' broken face energy barrier -5.0x 102
Figure 1. Schematic representation of the hypothetical copper system. Cu'" new face energy barrier 5% 10722 J
Cu" incorporation rate 2. 10* nm/s
) _ _ Cu" incorporation transfer coefficient -0.4
stationary working electrode was pulled above the solution surface cu* incorporation transfer coefficient 0.2
by about 0.3 cm to form a hanging menisCasS Experiments were Contributions from Cu

carried out at constant potenti@olartron 1288 After electrolysis,

AFM images of the electrodeposited metal were obtai(i2igital

Instruments Nanoscope E AFM, 120n scanning head, with §\,

tips on 200um triangular wide leg cantilevers with a force constant was used. An initial estimate of the Csurface diffusion coefficient

of 0.12 N/m. Experiments were conductex situto the AFM be-  \yas taken the work of Ryndet8The rate of Cii incorporation was

cause there was not enough volume in the AFM fluid cell for the 5o5umed to be 1000 times faster thart Cadsorptior?” 58 The ease

duration of the experiments used hetp to 4 X 10° s), and be-  of incorporation of an atom at various types of surface sites was

cause the AFM fluid cell configuration was not designed for & uni- y5symed to follow the hierarchy of kink step> flat surface. To

form current distribution. ) simulate more rapid incorporation at kink sites, a lower transfer
The experimental cell was tested to see how well it conformed to.efficient was chosen with each additional Cu neighbor thereby

a linear 1-D diffusion cell that was the configuration used in the 5ising the value of the transfer coefficient. The energy barriers
continuum model. Experiments at high potential for which the SU- o1 surface diffusion were initially estimated to be 1 kT (4

face concentration was nearly zero gave a time dependence for thg

051 4 ) X 1072 J) with the value for step movement to be higher.
cur[eongooft _~"over 100 s which may be compared with the value — yp,¢ parameters obtained for the base case by this procedure are
of t~>~"for linear diffusion showing that the experimental cell pro-

X ) e - - given in Table I. The purpose of establishing a set of values for a
vided nearly linear diffusion. We discuss below the effect of migra- hase case was to produce a simulation result that resembled three

tion, which may have contributed to the difference in slope. types of pristine experiments. Additional calculations were then car-
To remove warping caused by the piezoelectric, AFM imagesyieq out with controlled variation of parameters in order to deter-
were flattened with use of an order of 3 in thendy directions. mine the impact on predicted deposition properties.

Flattened images were analyzed in order to determine how the in-

terface width, defined as the rms of the surface height, scaled in both .

length and in timé® Scaling analysis of the interface width is typi- Method of Solution

cally used in connection with the self-affine scaling laws so the  The numerical model consisted of a noncontinuum Monte Carlo
experimental results can be compared to continuum equations ofimulation linked to a continuum model. The linkage consisted of
growth. In the present investigation, experimentally measured scalhaving the Monte Carlo simulator provide a concentration at the
ing results were compared directly with simulated results, so thatinterface between the kinetic and continuum regimes for use by the
self-affinity was not a requirement for use of the scaling analysiscontinuum model. The continuum model, in turn, was used to pro-
method. vide a flux at the interface to the Monte Carlo simulator.

Reaction Mechanism for Cu Electrodeposition Monte Carlo simulation—The Monte Carlo portion of the inte-

A schematic representation of the reaction mechanism of coppegrated model consisted of a 3-D kinetic algorithm that simulated the
electrodeposition used by the Monte Carlo model in this paper issUrface region including a portion of the solution near the surface.
shown in Fig. 1. The basic hypothesis was that Cions diffuse to 'I_'he_ simulation space was represented by a cubic Iattlce_havmg pe-
the reactive surface where they react by a two-step electron transfdf2dic boundary conditions on the lateralandy faces, an impen-

) ) g etrable surface on the bottomface, and an interface to the con-
process. The first step involves adsorption of @mto the surface tinuum model on the tog face. The initial position of the surface

Clt + e — Ccu' [1] was located on the bo_ttom face of the simulation space. _The simu-
lation was developed in a general manner so that the initial surface

The cuprous adions move by surface diffusion to a second locatiorfan be of any geometry. In the present work, a flat surface is con-

where they react to become incorporated into the crystal lattice ~ Sidered in Part |, and a trench is considered in Part Il. The cubic
lattice of the simulation space was represented internally by a 3-D

Cu"+e — Cu (2] matrix of integers whose value determined the identify of the mate-
rial at that location.

The parameters used in the base case calculations were obtained Species in the simulation space were represented by blocks in the
as follows. The bulk diffusion coefficient was taken from the work cubic lattice, referred to in the following paragraphs as particles, an
of Bortelset al®>* Remaining parameters were estimated by taking approach that has been used in other applications where mesoscale
values from the literature as a starting pofatthough the experi-  blocks are used to approximate molecular characteristt&These
mental conditions were often different from those used in theinclude applications such as use(afomic scalg Morse potentials
present work and then adjusting them further to fit three types of to characterize sticking coefficients of blocks during Cu physical
experimental data: AFM images, scaling data that consisted of intervapor deposif* and use of atomic reaction particles in conjunction
face width-time curves obtained from AFM data, and curremt  with direct simulation Monte Carlo for reactive gas dynanftcAs
time experimental data. indicated in Fig. 1, particles can represent species in solution, ad-

The initial values used for estimating the Cuadsorption rate  sorbed species and solid species. In the present example, these cor-
were based on published values for Cu deposftfoif.For the first respond to C#" in solution, Cu adsorbed on the surface and Cu as
electron transfer, a transfer coefficient for a reversible system of 0.5 solid, respectively. In the present work, the actions a particle may
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perform included adsorption, desorption, diffusion in the solution wheref; is the frequencyj is the number of species simulatédis
phase, diffusion along the surface, reaction with or without chargethe number of actions for speciegjj is the Monte Carlo time step
transfer, lattice incorporation, and dissolution. S - .

Bulk diffusion Waspmodeled by a random walk mechanism wherefo.r species j, andyc is the Monte Carlo time step selected as the
the particle was allowed to move a distance of one block in a ran-r,nlnlmum ,Of a”tMCj' In Eq', 6, it can be seen tha.t the Mo'nte Carlo
dom direction. The actual mean free path between collisions is typitime step is a strong function of the fastest moving species and can
cally less than one lattice spacing. With bulk diffusion, the particle is thus be approximated as the inverse of the largest frequency in the
capable of moving to one of its six nearest neighbors. The frequencypystem. In this work, a typical Monte Carlo time step was 2.8

of the random walk is found frof4 X 1078 seconds for a potentiostatic trench filling simulation with a
block size of 100 nm, which corresponds to %610° time steps
f= % [3] during the simulations.
Lﬁ Once the Monte Carlo time step was computed, then the prob-

ability array was constructed for each possible move by each

All symbols used in equations are defined in the List of Symbols. SPecie

Surface diffusion was modeled by a random walk mechanism K
that took account of the nature of the surface. The frequency of the =t E f 8]
random walk was taken %5 Pi~ ey i

6DSeAE/kT
f=—— [4] wherep; is the probability array for species j that contains a vector
Lp of probability bands. If all of the elements pf are summed, then
) the value of the summation will be less than 1 for all species except
The value of the energy barrier was made to be dependent on thg,e tastest reacting species in the system. If the summation is less
local environment of the diffusion path by taking consideration of {,5n 1, then there is a nonzero probability of rejecting moves in the

the factors involved in the energy barrier. These energy barrierg;oge for all species except the fastest reacting species in the system.

included such events &b the separation of one block from another n Eq. 8, eachft,c defined a “probability band” or bounds on an
on the surface such as occurs during surface diffusion of one OL T s

. " N ction. To determine what move a particle is going to make during a
them (the “broken face energy barriey; (ii) the joining of two P gong g

; . certain time step, the probability bartethich is between 0 and)1
blocks when one makes contact with anotftee “new face energy o5 compared with a random numteetween 0 and)land if the

barrier”), and(iii) the movement along a surface and/or movement o ndom number was greater than the probability band, then the par-
between vertical levels such as when cuprous ions adsorb on top gjuje “does nothing” during that time step. We did nc’)t track the
an exposed block and then move down onto the surface to diffuse,;ner of times a particle does nothing in this investigation.
elsewherdthe “step energy barrier: These energy barriers may be At oach time step, all the particles that could perform actions
positive or negative, depending on whether the surrounding feature§ere checked to see if they performed an action, the data matrix was
serve to inhibit or accelerate the processes. updated after each action, and when all the particles attempted to

The reaction mechanism allowed a particle to change from on€ye form an action the clock was incremented and the processes was
particle type to another type with or without charge transfer, and wa epeated.

used in the present work to simulate adsorption as well as surface Random numbers were obtained from a long pericd? (
reaction involving lattice incorporation. The frequency of a reaction X 10%9) d b tor of UE ith Bavs-Durh
was found from combination of Arrhenius and Tafel-style kinéfics 6;?? om number generator o CUyer, wi ays-burham
shuffle?™*®> Each process requiring a random number used a sepa-
N K,y e AEKT - anF/RT) rate generator with different seed number. The random number gen-

f= T [5] erator was used for its long period and speed of computation.
b

Continuum model-An elementary 1-D continuum model was

The reaction can also be conditional on whether the particle is on aised to simulate diffusion in the bulk solution at a distance from the
surface and/or a conductor. The neighbors of the reacting particlsurface. Although more complex codes could have been chosen for
can also affect the reaction kinetics by raising or lowering the en-this first level implementation, diffusion alone was selected because
ergy barrier of the reaction. the Monte Carlo simulation did not include migration and, more-

By definition, Monte Carlo simulations involve random numbers over, a 1-D code was selected because multidimensional effects in
to determine when and if a particle will make a certain move. Eachthe bulk region were not of interest in the present work. The 1-D
move for each species has a certain probability associated with itcontinuum model consisted of an explicit finite difference solution
depending on the time step. There are two time steps that are trackdd the diffusion equation
in the Monte Carlo model. One is the time step over which the )
continuum code is called for updated flux information; this value is ¢ 9C [9]
explicitly defined by the user. The second is the Monte Carlo time at boz?
step, which is not explicitly specified by the used and is computed in
the code. Because the Monte Carlo time step must be sufficientlyrhe boundary conditions consisted of a “surface” concentration at
small to capture the full dynamics of the system, the time step isthe interface to the Monte Carlo simulator that was set at each time
selected to follow the action of the fastest species. To compute thgycrement C,_, = Cyc), and a constant concentration boundary
time step, possible frequencies for the actions of each species arg,ndition in the bulk Cend = Coul)-
computed, and the inverse of each summed frequency is computed. End Bulk
The Monte Carlo time step is chosen to be the smallest inverse Computations—Figure 2 illustrates how information flowed be-

summed frequency as shown in Eqg. 6 and 7 tween continuum and noncontinuum models, as well as the sequence
by which the foregoing steps were carried out for each particle as-
_— 1 [6] sociated with the Monte Carlo calculations. The code was written in
MC; L Fortran90 and was run on an SGI Origin 2000. Although the code
.E f; was parallelized, all of the simulations presented in this work were

=t performed on a single processor as the speedup was less than linear

o 7 with the number of processors due to gather/scatter operations. In
twe = min(tuc) [7] the Monte Carlo simulation, the initial surface geometry consisted of
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Figure 2. Flow chart of Monte Carlo model.
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Figure 3. Experimental and simulated currents for Cu deposited at 50, 150,
and 300 mV. Smooth curves are experimental and the curves with noise are
simulated.

a flat surface that was 100 100 blocks in size; individual block
size was 100 nm. The spacing of theodes in the continuum code
was irregular, starting with small increments near the Monte Carlo
interface and increasing toward the bulk solution. Forty nodes were
used with the first five nodes being spaced 600 nm apart and with
each additional node being 20% larger than the last node. The ex-
change of information between noncontinuum and continuum codes
took place at time intervals of constant size because of stability
constraints on the explicit finite difference continuum model al-
though this was not a rate limiting consideration. A typical trench
filing simulation had a time step of 2.78 10 ® s and required

3.6 X 10° time steps. A typical simulation took four days to run on

a 195 MHz R10000 processor and occupied less than 10 Mb of
memory.

From limited experience with this model and other related work,
the effect of system siz@.e, 10 X 10pum vs.5 X 5 um) for the
same particle size was that the smaller system took less computa-
tional effort, the effect was nonlinear, and other changes in the pro-
gram could have a comparable effect on simulation time as a four-
fold change of electrode area. The effect of particle size for a fixed
system size was found not to have an effect on the computed scaling
parameters that characterized the rms surface height distribution.
The effect of increasing the number of particles for a fixed system
size was found to increase the time required for simulation in a
nonlinear manner. Our experience suggested that the code should
port well to other systems.

Simulations of Copper Deposition

Cu electrodeposition onto a flat surface was simulated numeri-
cally by using the integrated model. The results presented below
were compared with experimental data consisting of images of sur-
face morphology, variation of the interface width with respect to
time, and current/time curves. In addition, several key parameters
were varied, and the computed results were compared with each
other as well as with experimental data.

A comparison between computed and experimental data for the
current/time response of the base case for various overpotentials is
shown in Fig. 3.(The noise in the Monte Carlo calculations is a
result of using random number to compute a statistical solution, and
could be reduced by using a larger sample size for the computa-
tions) For time greater than about 50 s, the experimental data for 50
and 150 mV compared well with the computed results. Data for 300
mV show that the experimental current was up to 18% higher than
calculated values. We attribute this deviation to migration effects
that are more important at higher potentials where transport pro-
cesses tend to influence behavior. Although migration effects were
not considered at either continuum or noncontinuum level, their ef-
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Figure 4. 10 X 10 wm images of surfacéa) 500 s(simulated, (b) 500 s
(AFM data), (c) 1000 s(simulated, and(d) 1000 s(AFM data.

fect may be estimatéfito fall between 10%for the case of com-
plete dissociation of bisulfate ionand 30%(the case of no disso-

T T T T =TT T T T
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Figure 5. Scaling of the interface width for base case. Line is the results
from the simulation and the circles are experimental data.

and b. Similar images for deposition lasting 1000 s are in Fig. 4c
and d. In all figures, the image area is X010 p.m and thez scale

is the same scale as theandy scales. The number of points in the
simulation images is 10& 100 and in the experimental AFM im-
ages is 256x 256. Because the simulated images have about 6.6
times fewer points than the AFM images, the simulated images typi-
cally have a coarse grainy look by comparison with the experimental
data. From a comparison of Fig. 4a with 4b, and Fig. 4c with 4d, an
assessment of the goodness of fit may be made with respect to the
nature and size of surface structures. Several types of improvements
can be made to facilitate comparison between experiment and simu-
lation. These would include methods to reduce simulation noise
which is typically present in roughness simulations that have small
numbers of data points, such as occurs in computing interface width
at small length scales. In addition, improved methods to séfiect
values of parameters could be used. The present work, however, is
adequate to look for trends as well as effects of the key parameters.
For example, in the AFM image at 1000 s there is a large surface
structure that is not seen on the simulated surface. Also, a trend can
be seen in both the experiments and simulations of smaller surface
structures growing into larger structures.

The calculated results for scaling of the interface width with
respect to time for the base case at 150 mV along with experimental
results are shown in Fig. 5. Each point represents a different experi-
ment. For any particular time throughout the range investigated, the
standard deviation of the experimental data was less than 5% of the
average value at that time. Below 800 s, the two experimental data
sets exhibited the slopg = 0.19 which was identical to slope of
the simulated results over the same time scale. In the same region,
the spatial scaling exponent for experimental and computed results
werea = 0.97* 0.02 anda = 0.88* 0.07, respectively. These
values may be compared with theoretical results based on con-
tinuum models of surface diffusion which give the valuesoof
= 1 andB = 0.25. At around 800 s, the experimental data shown in
Fig. 5 exhibited a roughening transition. From auxiliary estimates
based on the Cottrell equation, it was found that the system entered
diffusion-limited behavior at about 1000 s. It is not unreasonable to
suggest that scaling behavior changed as a consequence. In fitting

ciation of bisulfate ions At times less than 50 s the current/time parameters of the Monte Carlo code, we used only data below 800 s
curves deviated from the experimental results, probably due tcsince we wished to obtain values under conditions for which there
nucleation effects which were ignored in the model. For the remain-were negligible concentration gradients in the bulk solution. The

ing discussion, emphasis will therefore be placed on data obtained aimulation results did not exhibit a roughening transition when ex-

50 and 150 mV and for times greater than 50 s since these corretended up to about 2500 s.

sponded to the situation where growthot nucleatioh occurred
under surface reaction kinetic control.

We note that while the importance of surface diffusion control
above—100 mV has been question&the results in Fig. 5 indicate

Images of the simulated and experimental AFM surfaces, respecthat such a hypothesis may be supported for the first 500 s of elec-
tively, for deposition lasting 500 s at 150 mV are shown in Fig. 4a trolysis at a potential of-150 mV.
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Figure 6. Effect of surface diffusior{(a) 10 X 10 wm images of simulated
surface forDg = 0 after 100 s(b) 10 X 10 um images of simulated surface
for Dy = 6.3 X 10° nn? after 1000 s(c) scaling of the interface width, and

(d) current/time curves.

Effect of surface diffusion rate of Cu—The surface diffusion
rate of Cu for the base caseD; = 2.0 X 10% nn?/s) was modi-

zero are shown in Fig. 6. Images of simulated surface roughness for
two different diffusion rates after 1000 s of deposition can be seen in
Fig. 6a and b; a third image in the sequence was given previously in
Fig. 4c. By comparison of these three images it may be recognized
that the surface becomes smoother as the surface diffusion rate in-
creased, a reasonable result because more rapid diffusion allows
more chances for the Cuto find a site with more neighbors to
incorporate into the crystal lattice. Surfaces simulated with zero and
low values of surface diffusion rate were found to produce simulated
deposit structures with a large number of micro voids.

The scaling of the interface width respect to time is shown in
Fig. 6¢. It can be seen that the surface becomes smoother with an
increase in surface diffusion rate. It can also be seen that the surface
roughness evolution for the value B, = 2.0 X 10° nn¥/s is quite
similar to behavior simulated with a zero value of surface diffusion
(Ds = 0.0).

The effect of the surface diffusion rate on current/time curves is
shown in Fig. 6d. All of the curves are seen to have a starting point
of about—0.006 A/cn?. It can be seen that decreasing the diffusion
rate produced increased currents. From Fig. 6 it was seen that a
lower diffusion rate led to rougher surfaces that had a higher surface
area. The increase in surface area could account for the higher cur-
rents. The initial current was presumably not affected by the surface
diffusion rate because the surface had not grown enough to a great
enough extent to influence surface area.

Effect of diffusion over step energy barrier for Cu—The step
energy barrier is associated with the energy required for movement
between vertical levels on the surface. The value chosen fériCu
the base case was, = —1.5x 1072°J. Additional calculations
were carried out over the range of1.0x 10%° to —3.0
X 1072° J plus the limiting values of 0 and infinitgrepresented by
the value—999] in Fig. 7). Two example images for different step
energy barriers after 1000 s are shown in Fig. 7a and b. A third
example corresponding to the base case is shown in Fig. 4c. These
images show that an increase in step energy baieemore nega-
tive valueg was accompanied by roughening of the surface, a result
that is reasonable since the Cthat adsorbs on a bump is restricted
in being able to move into a valley by the difficulty of diffusing
down steps. Note from these images that the step energy barrier has
a strong influence on the surface morphology, controlling the growth
of nearly flat to very rough surfaces.

The scaling of interface width with respect of time can be seen in
Fig. 7c. Simulated results show that an increase in step energy bar-
rier caused the surface to become rougher. The simulated scaling
results for E= 0 are very close to those foEg= —1.0
X 10% moreover, there is only a small difference between the
results forEs = —3.0 X 107?° and infinity. That is, the simulated
results are highly sensitive to the step energy barrier only over a
narrow range of values. Additional results are also available
elsewher?' that indicated that the spatial scaling exponent decreases
with step energy barrier while the temporal increases with step en-
ergy barrier.

The effect of step energy barrier on current/time curves is shown
in Fig. 7d. An increase in step energy barrier corresponds to in-
creased currents which we attribute to the fact that a rougher surface
with higher surface area produces a higher current. As was the case
with the image and scaling results, the effectefwas confined to
a narrow window betweer1.0 X 10 2°J and —3.0 X 10 %,

Effect of broken face energy barrier Cu—The broken face
energy barrier is associated with the energy required for the separa-
tion of two blocks on the surface during surface diffusion of one of
them. The value chosen for Cun the base case wdg, = —5.0
X 10722 ). Additional calculations were carried out over the range

fied to investigate its effect. Simulated results for several valuesfrom —1.0x 10722 J to —1.0 X 107'°J plus the limiting values

between 2.0x 10° and 6.3x 10% nn?/s, plus the limiting case of

of 0 and infinity(represented by the value999 in Fig. 8). Avalue
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Figure 7. Effect of step energy barrig¢a) 10 X 10 p.m images of simulated Time (seconds)

surface forEg = 0 after 1000 s(b) 10 X 10um images of simulated sur-

face forEg = —999 J after 1000 g¢) scaling of the interface width, ar(d)
current/time curves.

Figure 8. Effect of broken face energy barriéa) 10 X 10 wm images of
simulated surface fdE, = 0 after 1000 s(b) 10 X 10 wm images of simu-

lated surface foE,, = —999 J after 1000 <¢) scaling of the interface width,
and(d) current/time curves.

of infinity prevents any surface diffusion involving a broken face sponding to the base case wily = —5 X 1022 J is in Fig. 4a.
including step movement over and away from a step. Two surfaceghe surface becomes rougher at the large scale and smoother in the
for different broken face energy barriersif = 0 andE, = 4 are small scale as the broken face energy barrier was increéssetbre
shown in Fig. 8 after 1000 s of deposition. A third image corre- negative values Since diffusion over a step involves a broken face,
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we suggest that roughness will increase for the same reason as for ¢
increased step energy barrier. These images show that the broke
face energy barrier has strong influence on the surface morphology
controlling the growth from surfaces with little roughness to very
rough surfaces. The surface roughness with no broken face energ
barrier (Fig. 83 is seen to be rougher than the simulations with no
step energy barrigffFig. 7a; we explain this observation by noting
that the no broken face energy barrier simulation still has a step ©
energy barrier.

The simulated variation of the interface width with respect to
time is shown in Fig. 8c. The trend is that the surface gets roughet
with an increase in broken face energy barfimore negative val-
ues. The value of this parameter affects simulated results only in the
region betweerE, = —1.0X 10°22J andE, = —1.0 X 10 °J. B
Additional results available elsewhéteindicate that the spatial T ' =1 L TTE] T
scaling exponent increases with broken face energy barrier, a tren .~ 8
that is opposite to that of the step energy barrier. We attribute this = i H
trend to the fact that small-length-scale roughness decreases wit = H
increasing energy barrier. =

The effect of the broken face energy barrier on the current/time =2
characteristics, shown in Fig. 8d, are important only for the larger, B
most negative, values in the range investigated. We interpret this @
finding to mean that small scale roughness can have a significan =
impact on the current/time relationship. As the broken face energy E
barrier was increased, there was at first a smoothing of the small- ¥
length-scale features, a trend that was reversed at larger values ¢ 5 r 1
the energy barrier because the energy barrier impedes movement ( | . L Ll . L
a step and thus causes an increase in small-scale roughening. 100 1000

Step Adsorption Barrier

100 —

Effect of new face energy barrierThe new face energy barrier Time (seconds)
is associated with the energy required for two blocks to join. The €
value chosen for the new face energy barrier for" Gu the base
case wa€k, = 5.0 X 10 ?2J. Unlike the other energy barriers, the &
new face barrier is positive. It has the effect of reducing the conse- &
quences of the other energy barriers when a new face is createc s
Additional calculations were carried out over the range frBm - -0.010
= 1.0x 1022Jt0 3.0x 10 2% J plus the limiting values of 0 and
infinity (represented by the value999J).

Simulation results for various values of new face energy barriers
are available elsewheré,and are only summarized here. It was
found that the surface became smoother as the new face enerc
barrier was increased, a reasonable trend since the new face ener
barrier facilitates particle movement into sites having more neigh-
bors. It was found that the value of the new face energy barrier car N B
have a strong smoothing effect on the surface within the range ol 0 100 200 300
1.0 X 10722 Jto 3.0 X 1072 J. The scaling of the interface width
with respect to time was found to increase slightly with the new face
energy barrier(except for the limiting case of an infinite energy

rri r I f the smoothing effects. Figure 9. Effect of step adsorption energy barrig 10 X 10 n.m images
barriey, probably because of the smoo g eftects of simulated surface after 1000 () scaling of the interface width, ana@)

Effect of reaction rate of Cu incorporatioa-The value chosen  current/time curves.
for the reaction rate of incorporation of Cu according to Eq. 7 for the
base case waR, = 2.0 X 10 nm/s. Additional calculations were
carried out over the range from 2:0 107 to 2.0 X 10° nm/s. Im-
ages for these calculations are available elsewHettewas found ) ) )
that the surface was smoothest for low valuesRgfand became tional solid surface that the &t particle contacted. Thus for ex-

ooab .
rougher as the reaction rate increased. The spatial scaling exponeffPe @ Cé" particle that contacted two or three solid surfaes

(«) was found to decrease with increasing reaction rate of incorpoSteP O Kink, respectivejywould have a lower probability of reac-

ration while the temporal scaling exponefft) increased. These UoN than a particle that contacted only one surféme a plateal
trends are consistent with the fact that the surface became rougher 3$'€ adsorptlongnergy barrier for each additional face was chosen to
the reaction rate was increased. The effect of an increase in th@® ~2:0 %X 18 Jor —4.9 kT, a value that was Iar%;e enough to
reaction rate of Cu incorporation on the current/time curves was tgPrévent 99.2% of the adsorption at a step and 99.99% at a kink site.
produce a higher current, in part owing to the more rapid kinetics A simulated surface with a step adsorption barrier after 1000 s of

and in part to the roughening of the surface deposition is shown in Fig. 9a. By comparison with Fig. 4c, it is
' seen that the surface is considerably rougher than the base case

Effect of adsorption barrier at steps-Some investigators have simulations, for which there was no adsorption barrier for contact
concluded that CU” does not adsorb at kink sites but, rather, ad- with edges and kinks. The rougher surfaces are expected when the
sorbs on a plateai?. This aspect of the reaction mechanism was Cl?* is restricted from adsorbing in sites with many neighbors since
simulated by adding an energy barrier of adsorption for every addi-it would otherwise tend to smooth the surface. The scaling of inter-

A-0-0]4 T T T T T T T T T T T

-0.006

-0.002 —

\ Step Adsorption Barrier

Current Density

Time (seconds)
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face width with respect to time shown in Fig. 9b shows that includ-
ing the step adsorption barrier makes the surface rougher. In addi-
tion, these results are the only ones found in the parameter rangg,,
investigated in the present paper where the slope of the time deperb
dence of the interface width was not constant. The simulation with
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Conclusions

An integrated simulation of the evolution of surfaces during cop-
per electrodeposition has been developed with use of a 3-D kinetic
(noncontinuum Monte Carlo model linked to a 1-Dcontinuum)

finite difference model. The Monte Carlo part of the model ad- CB(jk
dressed a reaction mechanism on and near the surface, while the 1-€.,
part of the model addressed the diffusion of species in the bulkCwc
solution. The integrated model is capable of describing a number ofz=o

mechanistic features at the solid/solution interface including adsorp- °
tion, desorption, lattice incorporation, lattice dissolution, bulk diffu- ¢
sion, and surface diffusion. The model enables parametric investiga- Es
tions of the influence of fundamental physical properties, such as Eo
energy barriers, on the deposition processes as well as to compar@,g
the simulation results with experimental results. f

A reaction mechanism that has been previously reported and f;
widely investigated for the electrodeposition of Cu was used in the k
present work. The parameters associated with the Cu mechanisr
were selected to fit long term currents transients as well as evolution
of interface width during roughening. The model was found to be N
able to simulate a number of trends associated with the electrodepo- R
sition process, as well as produce morphologies that resembled thosé&:
seen experimentally. T

Modifying the rate of Cii surface diffusion rate had a significant ¢
effect on surface roughness evolution. Low rates of surface diffusion

step
z

List of Symbols

transfer coefficient

concentration

concentration of the bulk solution

concentration at end point to finite difference model in solution
concentration at Monte Carlo interface to the finite difference model
concentration at finite difference interface to the Monte Carlo model
diffusion coefficient in the bulk solution

diffusion coefficient for surface diffusion

energy barrier

step energy barrier

broken face energy barrier

new face energy barrier

Faraday constant

frequency of an action

frequency of an action number i

Boltzmann constant

reaction rate

length of a unit block

number of electrons passed in the reaction

number of Neighbors

molar gas constant

reaction rate of Cl incorporation

temperature

time

time step

distance from surface

were found to produce rough surfaces with higher rates producingseei

smooth surfaces. At no or very low surface diffusion rates the de-
posit formed micro voids. The energy barrier for Csurface diffu-
sion over a step has a significant effect on the surface morphology. &
High energy barriers produce rough surfaces with low energy barri- ﬁ
ers producing smooth surfaces. Unlike the rough surfaces produced,,,
from a low surface diffusion rate, the rough surface caused from a
high step energy barrier did not have a large number of micro voids.
The broken face energy barrier for Cwsurface diffusion had a 1.
significant effect on the surface morphology. High energy barriers %
produce rough surfaces with low energy barriers producing 5
smoother surfaces. Higher values for the energy barrier produced
rougher surfaces very similar to those produced from the step energy#.
barrier. The new face energy barrier for Csurface diffusion had a
smoothing effect on the deposits. Higher values of the energy barrier
produce smoother surfaces. Very high values are seen to have a
small roughening effect by eliminating the preference to diffuse 6
down a step compared to up a step. The addition of a step adsorptiorg
barrier was seen to produce rougher surfaces. From the scaling
analysis the step adsorption barrier produced a nonlinear result simi-9.
lar to the experiment.

Simulations based on the proposed copper deposition reactio O-
mechanism did not show the trend toward smoother surfaces af,
higher deposition rates, reported in experimental studies. Also not3.
captured by the model were the nonlinear scaling results of the
experiments at longer times when the system became controlled b M
bulk diffusion limitations. The approach and techniques used hereg’
show promise for the task of proposing and testing various reactionz.
mechanisms as well as more complex deposition systems of technd3-
logical interest. In Part Il of this series, the effect of additive species;g'
will be considered, and the model will be extended to simulate shape;’
evolution during deposition in small trenches.

[¢3

transfer coefficient

spatial scaling exponent
temporal scaling exponent
overpotential

probability of an action
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