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Laser preionization is a method whereby the formative lag time and jitter of spark gaps can be
reduced, and breakdown can be initiated at voltages significantly below the self-breakdown value.
In the spark gaps of interest {100-ns spark duration), the plasma column expands from an initial
laser preionized diameter of approximately 50 um to an arc of diameter in excess of I mm, and
conducts greater than 12-kA peak current. Since the time required for the resistive collapse of the
plasma is comparable to the spark duration, the spark gap represents a non-negligible resistive
loss in the circuit. The objective of this study is to understand the basic mechanisms by which
laser-triggered spark gaps develop and to provide a basis to optimize their design and minimize
their resistive losses. To study the expansion and conduction phases of laser-triggered spark gaps,
a first principles model has been developed. This model includes gas dynamics, electron collision
kinetics, radiation transport, and external circuitry in a self-consistent formulation. The
formulation of the model is discussed and results are compared to experimental data. We find that

growth of the spark column is dominated by gas dynamic expansion of the hot ionized core,
augmented by photoionization and thermal ionization at the plasma column boundary. The
plasma column is confined within a high-density cylindrical shell of neutral gas that traps ionizing
radiation in a region of low E /N (electric field divided by gas density), thereby inhibiting
expansion by nonhydrodynamic means (electron avalanche).

f. INTRODUCTION

Spark gaps are traditionally triggered by overvoltage or
by internal auxiliary electrodes. The use of lasers as trigger
sources for spark gaps has significant advantages over these
methods.'® Laser triggering of spark gaps has been demon-
strated as a method whereby the formative lag time and jitter
can be minimized, and whereby breakdown can be initiated
at voltages significantly below the self-break value. In these
devices, a laser with sufficient intensity to ionize the gas is
focused between the electrodes of the device in order to initi-
ate the electron avalanche and breakdown of the gas, (see
Fig. 1). Although the potential across the spark gap may be
insufficient to cause self-breakdown, once a plasma column
is initiated by the laser, the voltage is sufficient to sustain and
expand the column. The duration, location, and intensity of
the laser can be carefuily controllied, and therefore so can the
time of breakdown of the spark gap.

In the laser-triggered spark gaps studied here the nar-
row-laser preionized column between the electrodes, initial-
ly of diameter ~ 50 um, expands to an arc with a diameter of
0.5-1.0 mm in approximately 100 ns, and carries a current in
excess of 12 kA. During the spark expansion phase, the resis-
tance of the plasma column decreases from many thousands
of ohms to a few tenths of an ohm. For the applications of
interest the load is a few ohms and the duration of the cur-
rent pulse through the spark gap is about 100 ns, which is
commensurate with the time required for column expansion.
Therefore, during the electric current pulse, the plasma col-
umn changes from being a dominant resistive loss to being a
refatively small resistive loss when compared to the load.
The time required for this transformation to occur deter-
mines the amount of energy expended in the switch relative
to that being delivered to the load. In order to optimize the
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performance, and minimize the losses, of laser-triggered
spark gaps operating under these conditions, it is desirable to
have a detailed understanding of the physics of the expan-
sion phase of the spark.

Although many systematic studies of laser-triggered
spark gaps have been performed’-® and some modeling has
been done,*'° a first principles model of a laser-triggered
spark column has not been presented. A first principles mod-
el would treat all the basic phenomena and make a minimum
of a priori assumptions as to the thermodynamic state of the
gas. This paper summarizes the first phase of development of
a model to achieve that goal which, from first principles,
describes the growth of the arc in a laser-triggered spark gap
for a gas mixture of a noble gas and a diatomic molecule (e.g.,
Ar/TL,). Heavy particle gas dynamics, electron kinetics, ra-
diation transport, and an external circuit are included in the
analysis. Skin depth effects for the penetration of the applied
electric field into the plasma are also included. Results from
the model show that the expansion of the spark column is
primarily by convection of the hot ionized core. An ionized
channel of low-mass density is confined within a neutral
high-mass-density compression {or shock) wave. The con-
vective expansion of the core is augmented by photo and
thermal ionization of the neutral gas at the interior of the
high-mass-density shell. This finding agrees well with Bra-
ginskii’s early theory of spark channel formation'! and the
theory of leader channel development by Kekez and Savic.'?
A companion experimental study of laser-triggered spark
gaps using time-resolved laser interferometry also confirms
these findings.'?

Mechanisms by which the arc expands in a laser-trig-
gered spark gap are discussed in Sec. II. The model is de-
scribed in detail in Sec. III where issues pertaining to gas
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FIG. 1. Schematic of laser-triggered spark gap showing geometry used for
the model.

dynamics, kinetics, and radiation transport are also dis-
cussed. The external circuit model is described in Sec. I1] as
well. Simulated spark column characteristics are discussed
in Sec. IV where comparisons are made to experimental
data. Concluding remarks are in Sec. V. A listing and discus-
sion of the continuity and conservation equations used in the
model appear in the Appendix.

il. MECHANISMS FOR ARC EXPANSION IN LASER-
TRIGGERED SPARK GAPS

The initial laser preionized column is approximately 50
pm in diameter and expands to an arc with a diameter in
excess of 1 mm. The arc can expand by one or more of three
mechanisms. In the first mechanism, a partiaily ionized fluid
element convects from an inner radial point to an outer radi-
al point. In doing so, the arc expands without requiring addi-
tional neutral gas to avalanche. In the next two mechanisms,
electron avalanching is required for the arc to expand; elec-
trons can diffuse from an inner radial point to an outer radial
point, or local sources outside the plasma column can pro-
vide the seed electrons that initiate avalanching and subse-
quent rapid ionization of the gas. There are two local sources
for seed electrons: photoionization and thermal ionization.
Of the three arc column expansion mechanisms, the two
dominant processes are convection angd avalanching of neu-
tral gas at the edge of the arc resulting from local sources of
seed electrons. Convection increases the size of the arc with-
out entraining additional mass into the plasma column,
whereas electron avalanching of neutral gas at the edge of
the plasma column does entrain additional mass.

Asthe gas temperature is raised in the core of the plasma
column, the increase in thermodynamic pressure provides
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the driving force for a compression wave to propagate radial-
ly outwards and an expansion wave to propagate radially
tnwards. These gas dynamic waves accelerate the gas radial-
ly outward. At the outer boundary of the plasma column is a
shock or compression wave that produces a thin region of
gas with a mass density that is large as compared to the
quiescent gas at larger radii. To a good approximation, the
gas is compressed adiabatically by the shock wave and there-
fore has an associated increase in gas temperature. Typically
the value of A p/p, (change in mass density divided by the
initial gas density) in the compression wave is larger than 3,
and the gas temperature is increased to a value in excess of
1000 K. At these temperatures thermal ionization of the gas
(as opposed to direct electron impact ionization of cold gas)
becomes an important process. Although the rate of thermal
ionization is many orders of magnitude less than that by
electron impact ionization in the central core of the plasma
column, it is important at the outer edge of the plasma col-
umn because there are no initially free electrons. In the ab-
sence of photoionization, thermal ionization is the only local
source of seed electrons in this region. Once local free elec-
trons are generated by thermal ionization, and in the pres-
ence of a sufficiently large applied electric fieid, the more
rapid rate of electron impact ionization dominates that of
thermal ionization and initiates a local electron avalanche.
The nonconvective expansion of the plasma column then
progresses radially outward as the current density of the
newly avalanched region approaches that in the core of the
plasma. The electron avalanche also serves to rapidly heat
the heavy particles, thereby raising the local thermodynamic
pressure and strengthening the gas dynamic processes.

Concurrent with thermal ionization in the adiabatically
compressed gas, thermal dissociation also occurs. Locally,
thermal dissociation is not important in directly providing
an impetus for the electron avalanche to occur. The impor-
tance of thermal dissociation is manifested indirectly by
changes in electron transport properties that may occur as a
result of the relative change in atomic and molecular densi-
ties. For exampie, electron impact excitation of vibrational
modes of the molecular species is one of the dominant non-
ionizing processes by which electrons lose energy and,
hence, by which the electron temperature is constrained to a
relatively low value. In the adiabatically heated region when
a large fraction of the molecular species is thermally dissoci-
ated, the rate at which electrons lose energy as a result of
vibrational excitation is smaller. This reduction allows a
higher average electron temperature, a larger rate of electron
impact ionization, and therefore a more rapid avalanching of
the gas.

Photoionization, in analogy to thermal ionization, is
not, on an absolute scale, an important source of ionization.
The importance of photoionization is that it provides a local
source of ionization in the neutral gas exterior to the highly
ionized core of the plasma column. The radiation which pro-
duces photoionized seed electrons in the region exterior to
the arc originates in the plasma within the arc. The transport
of radiation from its source to the edge of the expanding
plasma column where it is absorbed is therefore an impor-
tant consideration. Radiation transport is inciuded in our
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model by separately treating optically thin and optically
thick radiation. The formulation is discussed in Sec. I1I C.

ill. DESCRIPTION OF THE MODEL, AND DISCUSSION
OF GAS DYNAMIC, KINETIC, AND RADIATION
TRANSPORT ISSUES

A. Gas dynamic and thermodynamic processes

The plasma is modeled as a single fluid having two tem-
peratures: an electron temperature and a gas temperature.
Conceptually, each temperature is associated with a specific
fraction of the mass. When not collisionally dominated, one
requires two fluids for an accurate description of the expan-
sion process. For our collisionally dominated and ambipolar
limited conditions, though, heavy particles (gas atoms and
ions) and light particles (electrons) are sufficiently well cou-
pled that a single fluid convective velocity suffices. This fact
results from the high ion density, low rate of diffusion, and
high heavy- particle-collision frequency.

The ion density in our spark columns is sufficiently high
that electron transport is accurately described by the ambi-
polar approximation.'* Using this approximation the diffu-
sive motion of electrons is constrained to that of the ions, and
the density of electrons and ions are locally equal. The low
speed of diffusion of ions as compared to the convective ve-
locity insures that the ions convect at the same velocity as
other heavy particles. The high collision frequency between
heavy particles insures that all heavy particles can be de-
scribed with a single temperature.

With a single fluid, albeit with multiple temperatures,
there is no relative motion between species. The convective
velocity, although, is sufficiently large that the radial dimen-
sion of the region of interest may change by more than an
order of magnitude during the electric current pulse while
the entrained mass changes by a significantly smaller value.
Under these conditions, a Lagrangian formulation of the
transport equations is appropriate. Using this formulation,
the fluid mass within each computational cell remains con-
stant while the cell boundaries move with the convective
velocity. In this manner, the density of mesh points tends to
increase in regions of compression where gradients are likely
to be large.

The fluid continuity, momentum, electron energy, and
heavy-particle energy conservation equations used in the
model are listed and discussed in the Appendix.

B. Kinetic processes

The gas dynamic and thermodynamic processes de-
scribed in the previous section, and the equations in the Ap-
pendix, yield the fiuid density, heavy-particle temperature,
and electron temperature. The densities of individual species
within the fluid are obtained from solution of the kinetic
equations. The model treats a spark column in a mixture of a
noble gas and a diatomic molecule. For the results discussed
in this paper, the mixtures are Xe/H, and Ar/H,. The spe-
cies included in the model, functions of radial position and
time, are listed in Table I. For atomic neutral and ionic spe-
cies, the notation () in Table I indicates an excited state. For
hydrogen, as many as ten states of the atom were used. Due
to the large number of actual excited states for the noble gas,

TABLE I. Species included in the model.

Hydrogen: H, H,v), v=12
H;" H?, e€=8.85¢eV,12¢eV
H@#n), n=110

Argon®*: Arm)1, n=111 At I, n=17
Arn) I, n=16 Ar(m) 1V, n=15
Ar(n)V, n=13 Ar VI
Ar? Ar;

*Typical for noble gases.

states were grouped into pseudostates, comprising the actual
states lying within an energy interval approximately 1500
3000 cm ™! wide. The statistical weights of the pseudostates
are the sum of the statistical weights of the actual levels fall-
ing within the energy interval. The pseudo states used for the
noble gas are listed in Ref. 15. Although the capability exists
to include the noble gas for up to five times ionized, most of
the results discussed here are for calculations where the
highest ionization state included is doubly ionized, as the
density of this state is sufficiently small that higher ioniza-
tion states need not be included.

For computation of the electron temperature, colli-
sional processes leading to excitation of two vibrational and
two electronic states of H, were included, however, only the
v = 1 vibrational state and H¥ (€ = 8.85 eV) electronic state
were carried as kinetic variables. For our collisionally domi-
nated plasmas, the lifetimes of higher states are very short.
Including the electron impact process for excitation of the
state while not including the state as a kinetic variable is
equivalent to having an instantaneous relaxation of the state.

The processes included in the kinetics portion of the
model are summarized in Table II. Conservation equations
for each species were written using these processes with an
additional correction term for changes in density by convec-
tion obtained from the continuity equation. In the Lagran-
gian formulation, the continuity equation provides the mass
density in each computational cell, while maintaining a con-
stant total mass in the cell. A fractional change in mass den-
sity in the cell, resufting from expansion or contraction of the
cell boundaries, manifests a similar fractional change in the
particie density of each species within the cell. The correc-
tion term mentioned above is the fractional rate of change in
mass density times the number species density. A typical
conservation equation for a kinetic species (i.e., an excited
state of atomic hydrogen) used in the model is listed and
discussed in the Appendix.

The electron frequency enters into the model in the
three terms: electrical conductivity, electron thermal con-
ductivity, and momentum transfer to heavy particles (i.e.,
gas heating). In a partially ionized plasma, the electron colli-
sion frequency v, is the weighted sum of the collision fre-
quency with neutral particles v, and with ions v,,.'® The
former frequency v, is the product of the neutral particle
density with the convolution of the momentum transfer
cross section and the electron distribution function, in this
case a Maxwellian with temperature T, . The electrical con-
ductivity of the partially ionized plasma is then
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TABLE IL. Electron impact and heavy particle collision rates.

Process Rate® Reference
e+H,—>H,+e b 21
e+H, > Hyv=12)+e b 22
e+ H, —+H** 4 e b 23
e+H,~2H+e b 24
e+H,>H;" +2 €= 154 Vet 25,26
e+H! 2H +e €e=12.0eV f

e+ Hy - H* +2¢ €=3.4¢eVder 25,26
e+H; > H*+H+ e b 27
e+ Hn)—>Hin)+e b 28
e+Hn)—>Hn+1)+e €, = 13.6 [1/n% — 1/(n + 1)7] eV" 25,26°
e+ H{n) ~H* +2¢ €= 13.6/n* eV®® 25,26
e+H; —2H b 27
e+Ar—Ar+e b 29
e+ Arin) > Arin+ 1)+ e h 25,26°
e+ Arn)Z — Ar{1)Z*! 4 2e eh 25,26
e+ Xe—Xe+e b 29
e+MZ+ LM%+ e g 14
e+ MZ+ L ME-1+ 3.25( — 13)T 7 2
et+e+MZt S ME-DTF 4o 3.6( 20T, % cm®s™! 32
e+ Ar;t — Ar{n) + Ar(l) 6.56( — 8)[1 — exp( — 3000/T,)]T = ¥ 33,34
Ar+Art +M A" + M 3.0( — 31) cm®s! 33

H,+M—-H+H+M M=Ar 6.92(— 6T " exp{—51992/T,) 31
M=H, 295 —4)T;*?exp{—51992/T,)
M=H 20— 6T, " exp(— 51992/T,)

M+ [H? Hjv=1)]—-M +2H i

M+H} -M+H*+H i

Hyp=0)+M—Hyv=1)+M M=Ar 4.153(—28)T% 30
M=H, 2461(—27)T%

M=H 3.32(— 10jexp(— 1369/T,)
M+MoM*+M+e

1{ — 16)uy, exp — /KT, ) j

H*+M -H*+ M M=ArH 1{—18) cm? k
M=H, 1{-17) em’

A" + M— Ar* + M M=ArH (- 18) cm k

M=H, I(~17) cm?

*5( — 7)=5x10"". Rates are in units of cm® s unless noted otherwise. 7, in eV, T, in K.

b Cross section in indicated reference was averaged over a Maxwellian electron distribution function to obtain collision rate as a function of electron tempera-
ture.

°Reverse rates are by detailed balance.

9Rate is a function of threshold energy e as indicated.

¢Subject to lowering of ionization potential.

fCross section and rate from Refs. 25 and 26 were used where the threshold energy is equal to the dissociation energy.

$See Sec. I B.

" Analytic form for the rate constant from Refs. 25 and 26 is a function of threshold energy €(eV) and electron temperature T, (eV). Typical ionization rate
constant r for a single outer shell electron is

r=235-8) T ufu), u=¢/T,,
i oAt B G )|
U) = i L +Injl25{1+—])i;.
i) (144 20+ ) u
The rate constant for electron excitation collisions for transitions with oscillator strength f'is
r=13(—6) T2 fi{u)/u.
Same rate as for H, except for Boltzmann factor with which the actual dissociation energy is used.

ig, is the ionization and v, is the thermal velocity.
¥ Estimate.
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o=n,8/{m, vy + v} (1)
where the electron density and mass are n, and m,, respec-
tively. When the ion collision frequency is large compared to
the neutral collision frequency, the conductivity approaches
the Spitzer limit'® ogp . For a singly ionized plasma,

osp = 1.98¢*/m,r,;, (2)
Ve 2.9%107°In(A)

Chi

A = 1.55X 10" (T3/n,)"/2, (3)

where the electron temperature has units of ¢V and the elec-
tron density has units of cm >, In this limit, the conductivity
is a first-order function of electron temperature and has a
weak dependence on electron density as a result of the ap-
pearance of n, in the expression for A.

The derivation of Egs. (2) and (3) assumes that there are
many electrons within a Debye sphere.’® Equivalently, this
requirement isln A » 1 —n,4 } > 1, where A, is the De-
bye length. This condition requires that I' = n, /T2 « 3,
where the electron density is in units of 10'® cm™> and the
electron temperature is in eV. For our plasma conditions
(0.15<I <10, 6>In A>2), this inequality is not always satis-
fied. A first-order correction to Eq. (2) is to replace In A,
which in itself is an approximation, with the exact expression

1nA-+fA——’f-——dx~i(m(1+A2)— Az) (4)
‘ o {1+ x%? 2 1+ AY°

Further refinement in the value of conductivity requires a
more detailed treatment.

For non-Debye plasmas (In A<1), the conductivity is
lower than the value one would calculate using the Spitzer
value.'”'® This results from electrons beginning to see the
effect of the structure of the ion core. For small values of A,
semiempirical and kinetic modeling yield an expression

0 =05 (1 —0.78/A%7?) (5)

which agrees well with experiment.’

C. Radiation processes and photoionization

The flux of radiation at location r of frequency v, ®(r,v),
resuiting from volumetric sources of radiation at location
r,S(r',v), is given by

—Je a,r"vd i —r'|)
4rir’ —rf?

where afr,v) is the photon absorption coefficient for frequen-
cy v at location r. The integral in Eq. (6) has, in general, no
analytic solution if either the source function or absorption
coefficient is a complex function of radius, a condition which
prevails in our spark columns. The integral in Eq. (6) must
therefore be performed numerically. The numerical proce-
dures used in the model for the optically thin and optically
thick limits of Eq. (6) (see below) are discussed in Ref. 15.
For the conditions of interest, photons generated within
the plasma column can be classified as being either optically
thick or optically thin. Optically thick photons are photons
of sufficiently high energy that they are capable of ionizing

B(r,v) = J-S(r',v) exp | d’, (6)

ground-state species. Optically thin photons are photons of
low enough energy that they cannot ionize ground-state spe-
cies, but may be capable of ionizing excited states. These two
photon groups naturally arise from the form of the photoion-
states. For hydrogenic levels, the photoionization cross sec-
tion scales as (€//Av),> where €/ is the ionization potential of
state i.'* Photons with energy far in excess of threshold have
a small photoionization cross section. For hydrogen and the
noble gases, the ratio of the ionization potential of the
ground state as compared to the first excited state is about 3—
5. Therefore, photons which efficiently ionize the ground
state do not have a large cross section for ionizing even the
first excited state. Photons that are near threshold for ioniz-
ing excited states are not energetic enough to ionize ground
states. For optically thin photons, the exponential function
in Eq. (6) can be ignored. For optically thick photons, we can
approximate that the absorption coefficient a(r,v) is constant
over the short path between the point of emission and the
point of observation.

For our conditions, the absorption coefficient is the sum
of two dominant terms. The first, and of lesser importance in
the partially ionized phase, is inverse bremsstrahlung or
free—free absorption. When the plasma becomes fully ion-
ized, and at longer wavelengths, inverse bremsstrahlung be-
comes the more important absorption mechanism. The ab-
sorption coefficient for this process in a plasma with
temperature T is"

4 21 neNi+ le e6
@M =2 7 (3kT) hem v T

X {1 — exp (—];—;V)E cm™!, (7)

where the factor ger =~ 1, N, is the density of ion /, and Z; is
the ionization state of ion i. The second and dominant ab-
sorption mechanism during the partially ionized phase is
bound—free electron transitions, or photoionization. For hy-
drogenic states, the phototonization absorption coefficient
for frequency v with energy above threshold is approximate-
ly

ap(v) =3 7.9 1078 N, (el/hv)* cm?. (8)

In the model, photons were grouped into energy bins with
widths of a few electron volts. When doing so, the absorption
coefficient for a particular energy bin was the average value
of Egs. (7} and (8} over the energy range of interest.
Although line radiation is included as an energy loss
mechanism (i.e., spontaneous emission), radiation transport
is calculated only for the continuum component of the spec-
trum. The radiation source function S (r,v} (photons/cm® s)
for this continuum component results from free—bound ra-
diative recombination and from bremsstrahlung. The for-
mer source is the more important source at lower electron
temperatures and densities. The latter is the more important
source at higher electron temperatures and densities. As-
suming hydrogenic levels, the source function for free-
bound radiation resulting from recombination of electrons
with temperature 7, recombining into a level with ioniza-
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tion potential € and emitting radiation with energy between
€, and €, , , is™

—eh
2/m.) €k +1 sj) Cxp( _ Bx)dx
b
2/m) (e — &) (_1_ + x)

},2

where the summation is over all atomic and molecular states
in the plasma that satisfy the energy criteria €, >¢,
v =m,/(2€), and B=m,/(2kT,). N* is the density of
atoms in the next higher ionization state than the level to
which recombination is occurring and 4 (T, ) is a normaliza-
tion constant to insure that the sum of photon sources equals
the rate of radiative recombination. The source function for
free—free (bremsstrahlung) radiation resulting from elec-
trons colliding with ions can be found in Ref. 19.

Sc= Y nN*A(T,)

&> ¢

)

D. Circuit equations

A schematic of the external circuit model is in Fig. 2.
The companion experiment with which comparison is made
utilizes a 1.5-2, 100-ns water pulse forming line (PFL)."?
The geometry of the spark gap chamber has approximately
20-nH fixed external geometrical inductance (Lz). The plas-
ma column of length / has resistance R, and inductance Lp.
The load resistance (1.5 Q) is R, . The fixed parallel resis-
tance R (=~1000 ) is that associated with diagnostic
probes. The resistance of the plasma column is

R,,=(IJ:/221TrJ—;%dr)/12, (10)

where d is the column diameter, j{r) is the current density,
and ofr) is the electrical conductivity for radius r, and [ is the
total current through the column. The plasma column in-
ductance is

2e (%7 BYp) o D
Lp== =g —Om(—) L, 11
? IZJ: s T\ T ()

where the magnetic field at location r is

B(r) = % fo j(riRmr dr. (12)

In Eq. (11), D is the diameter of the current return path and
L, is a fixed geometrical inductance. The total current
through the spark column is the integral of the current den-
sity j{r) over the cross-sectional area of the plasma. Due to
skin depth and gas dynamic considerations, j{r} is obtained
by solution of

) _ 8, 18718
dt _"ar+ 4T r Ir {rar(a{r))]
c 1 d( 4
__ETE(rgfu(r)B(r)]). (13)

The circuit equations used in the model approximate the
continuous PFL as a discrete pulse-forming (PFN) com-
posed of capacitors and inductors. The details of modeling a
PFN tosimulate a PFL as applied to discharge problems are
discussed in detail in Ref. 20. The pertinent circuit equations
are
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FIG. 2. Schematic of electrical circuit used in the model. The experimental
pulse forming line is approximated by a pulse forming network (PFN}. The
spark column is represented by resistance R, and inductance L,.

dVe U —Tx_y)

dt C, ’ 14)
dl, _ [Vi— (Ve +1R,)]

dr (Le+L)

where ¥, is the voltage drop across the plasma. The sub-
scripts k and k — 1 denote values for the & th (the last) and
(k — 1jth stages at the termination of the PFN.?’ The voltage
drop across the plasma column is

dVy =Rpr (I“_K{_)+Rf(££)_ (15)
dt L, R, dt Lp

When Lp is small, ¥, = I(R;Rp)/(R, + Rp).

IV. SIMULATED SPARK COLUMN CHARACTERISTICS

In this section, simulated densities, temperatures, and
circuit quantities for a spark column in a mixture of Xe/
H,:0.01/0.99 wiil first be examined. The initial gas pressure
is 2 atm and the charging potential when laser triggered is 40
XV, close to the dc self-break voltage. The electrodes are
separated by 1.2 cm and the current return path is 14 cm in
diameter. The duration of the preionization pulse (< 5 ns)is
very short compared to the duration of the current pulse
(> 100 ns). Therefore, the initial electron density is assumed
to appear instantaneously. The intent of this discussion is to
illustrate general characteristics of laser triggered spark
gaps. The issues discussed here apply to a wide range of ini-
tial conditions and gas mixtures; the details, of course,
change.

A. Current and voltage, and spark coiumn resistance

Experimental current and voltage traces,'® and those
computed with the model for similar conditions, are plotted
in Fig. 3 for a laser-triggered spark column in a Xe/H,:0.01/
0.99 gas mixture having the properties listed above. The
agreement between this model and experiment is generally
good, however, the current is underpredicted. This discrep-
ancy may result from overcorrecting for non-Debye effects
or underpredicting the electron temperature. The voltage
collapse time is approximately 25 ns, whereas the current
rise time is in excess of 50 ns. The rate of current rise is
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limited by the geometrical inductance of the spark gap  B. Gas dynamic properties

chamber,

The resistance of the spark column is plotted in Fig. 4.
The experimental curve for resistance was obtained by re-
moving the inductive component of the measured voltage
li.e.,R = (V — L dI /dt)/I }. Notethat duringtheconduction
phase of the spark gap, the voltage drop across the plasma
column is in excess of 2 KV and the spark column resistance
is a few tenths of an ohm. The rapid decrease in the resistance
of the plasma column after breakdown results from ava-
lanching and heating of the plasma. The slower decrease in
resistance }ater in the pulse is a result of reaching the limit of
Spitzer conductivity. The resistance then decreases as a re-
sult of a slower increase in the area of the plasma column
caused by convective expansion.

The large voltage drop and resistance during the con-
duction phase of the current pulse as indicated in Figs. 3 and
4 have been verified experimentally.>® In that experimental
study, a coaxial capacitive voltage divider specifically de-
signed for use with a spark gap having the geometry shown
in Fig. | was used to measure the voltage drop across the
spark column, and a current viewing resistor was used to
measure the current. Interferograms of the expanding arc
channel were used to determine the size of the arc and hence
its inductance.'® With these quantities, the time dependent
resistance of arcs for a variety of gas mixes was obtained.

The average conductivity of the plasma column maxi-
mizes at about 40 ns (o=~ 5000 2 ~* cm ™'} and subsequently
begins to decrease. In the Spitzer limit, the conductivity is
proportional to T2% . As the E /N across the plasma column
decreases and the plasma expands, its temperature begins to
decrease. This change in temperature reduces the average
conductivity. The rate of expansion of the column (i.e., in-
creasing its cross-sectional area) is sufficiently large to offset
the decrease in conductivity. The result is a net slow decrease
in the resistance of the plasma column.

The mass density of heavy particles for the arc discussed
in Sec. IV A, is plotted in Fig. 5{a). The initial density is
2.7x 104 g/cm®. The same data is plotted in Fig. 5(b) in
units of A p/p,. The pressure field for the same conditions is
plotted in Fig. 6. The radial pressure gradient is the acceler-
ating force for the convective velocity. The magnitude of the
accelerating force is proportional to the density of contours
in the radial direction of Fig. 6. The gas remains nearly mo-
tionless during the first 5 ns of the discharge pulse as this is
the time required for the electron density to avalanche to a
sufficiently large value to begin heating the heavy particles.
Concurrent with the increase in gas temperature the gas

2.5 T

20|
15 -

1.0 -

RESISTANCE {ohms)

— — —EXPERIMENT (Ref. 13)

0 20 40 60 80
TIME (ns)

FIG. 4. Spark column resistance for the conditions of Fig. 3.
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pressure begins to increase, first near the axis and later at
points with larger radii. The maximum pressure within the
arc is approximately 1000 atm. This 500-fold increase in
pressure comes from an increase in temperature by a factor
of about 400 and four-fold increase in particle density (com-
plete dissociation of ¥, and nearly complete ionization of H)
coupled with a decrease in mass density by a factor of about
three due to expansion.

The subsequently high-pressure gradient initiates con-
vective motion of the gas radially outwards. As the hot gas
moves outward, a low-density core s left behind and a region
of increased heavy-particle density begins to form at the edge
of the ionized region. Although colder than the ionized re-
gion, the pressure of this high-density gas increases to the
point that it too begins to convect radially outward. At this
point, a shock begins to form. The shock is initially strong
(A p/po>5) with a thin compressed gas layer (width <5
pm), and later weak (A p/po<5) and with a thicker com-
pressed gas layer (width > 30 um). The mass density of the

45-

TIME (ns)
8
{

15—

CONTOUR UNITS: 10 atm

[ T I
0 0.15 0.30 0.45 0.60

RADIUS (mm)

FIG. 6. Thermodynamic pressure for a spark column in a Xe/H,:0.01/0.99
gas mixture.
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FIG. 5. Mass density for spark column having
the conditions of Fig. 3. (a) Absolute mass den-
sity. The contour values are in units of 107?
gem™> and the initial mass density is
2.7x 107* g cm 2. (b) Relative change in mass
density in units of change in mass density divid-
ed by initial mass density.

b)

hot core is reduced to a value < 0.05 that of its initial value,
and the core is nearly isothermal with a temperature in ex-
cess of 50 000 K.

After the first 20 ns of convection, the pressure gradient
within the core decreases leaving nearly isobaric conditions.
As the arc continues to expand, pressure in the isobaric core
slowly decreases. Steep pressure gradients are relegated to
the outer regions of the arc. The transition between the core
{pressures of many hundreds of atmospheres) and the cool
gas exterior to the core (pressure of a few atmospheres) oc-
curs across the shock-heated gas layer that has a thickness of
only tens of microns. Radial profiles of the heavy-particle
density as computed with the model and as measured inter-
ferometrically'® are in Fig. 7. The agreement is quite good

5 T T T
F.
ar | .
f
i
,l
st ! _
~—~ | THEORY —,|
g
- J
> 2F
=
2 XPERIMENT
w (Ref. 13)
o ¢4 4
\
o
I
|
_1 — | 1 L
00 02 0.4 0.6 0.8

RADIUS (mm)

FIG. 7. Experimental and computed values for the relative change in mass
density as a function of radius at = 30 ns after laser triggering. The depleted
core and high-density shock wave are clearly shown.
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and clearly shows the depleted core (in which the plasma
column is confined) and the high density shell. The location
of the maximum velocity is just interior to the shock front.
At a particular radial location, the convective velocity mon-
otonically increases in time to its maximum value. Although
remaining positive, as the convective velocity decreases from
its maximum value it may oscillate, responding to smatl
changes in the pressure gradient. These pressure and veloc-
ity oscillations result in oscillations in the density rise across
the shock front (see Fig. 5). The amplitude of the oscillation
damps in time.

The shell of high neutral-particle density serves two
nearly opposing functions: to both limit the rate of growth of
the column and to provide the seed electrons required to
avalanche the gas, thereby expanding the gas by nonconvec-
tive means. The accumulation of mass in the compressed gas
layer increases the magnitude of the pressure gradient across
the shock that is required to accelerate the accumulated
mass. Therefore, the rate of expansion slows. The high-den-
sity shell is also a region with a low E /N which inhibits
electrons in the shell from avalanching. In these respects, the
high-density shell confines the arc. The high-density shell
also serves as a source of seed electrons for avalanching
which expands the arc by nonconvective means. The source
of the seed electrons is trapping of ionizing radiation from
the hot ionized core and thermal ionization resulting from
adiabatic compression. The fact that the photoionization
and thermal ionization occurs in a region of low E /N is un-
fortunate because the probability for avalanching is small
with a low E /N.

The computed arc radius as a function of time appears in
Fig. 8. (Arc radius obtained from the model is defined as the
outer radius at which the current density falls to 0.1 that of
the instantaneous maximum value.) Also plotted in Fig. 8 are
results from the interferometric measurements,'® and trajec-
tories computed from the theories of Braginskii'' and Da-
bora.*® The agreement between this theory and experiment
is good. The theories of Braginskii and Dabora overpredict
the arc radius and show poor agreement. The poor agree-

1.2 T T T T

DABORA (-2)._
10— (Ret. 40) -

—~
£ -
E
~ BRAGINSKI} ( + 2)
E' (Ref. 11)
= 0. 1
[
=
<
(=} .
O
[+« ® = EXPERMENT
< (Ref. 13)
! 1
60 80 100

TIME (ns)

FIG. 8. Arc diameter as a function of time for a spark column with the
conditions of Fig. 3. The experimental points were obtained from time re-
solved interferometric measurements. Note the change in scale for the theo-
retical results of Braginskii.
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ment is possibly due to assumptions used by both Braginskii
and Dabora which require a specific time dependence for
power deposition and which are not strictly obeyed for our
spark. Dabora’s theory, though, does not take into account
the fraction of the deposited energy that is expended ioniz-
ing, dissociating or otherwise exciting the gas, or energy that
is radiated away. Other expressions for spark radius, based
largely on Brakinskii’s original formulation, have obtained
good agreement with experiments; however, those treat-
ments generally require experimental data to specify coeffi-
cients within the theoretical framework. Our model, though,
requires no such coefficients. A review of theories which use
semiempirical corrections to Brakinskii’s expressions are in
Ref. 37.

C. Electron, atomic, and moiecular densities

The electron density for the spark column examined in
the previous section is plotted in Fig. 9. The electron density
reaches its maximum value near the axis and early during the
discharge pulse before the heavy-particle density has been
depleted by convection. As the gas convects radially
outward, thereby lowering the mass density in the core, the
electron density also decreases. The ionized fraction,
though, increases during the duration of the spark. After 35
ns, the core is nearly fully ionized. For gas mixtures that are
99% hydrogen (as is the Xe/H,:0.01/0.99 mixture discussed
thus far), the electron temperature in the core exceeds 15 eV.
For mixtures with a larger fraction of noble gas, the electron
temperature is approximately 2-3 eV in. The high electron
temperature results from the fact that after the molecular
hydrogen has been dissociated and a significant fraction of
the atomic hydrogen ionized, there is not a large density of
species remaining with which electrons can have inelastic
collisions. The remaining direct energy loss mechanisms are
elastic collisions with ions {2m, /M, energy loss) and radi-

TIME (ns)

CONTOUR UNITS: 102 om®
015 030 045 0.60
RADIUS (mm)

FIG. 9. Electron density for a spark column in a Xe/H,:0.01/0.99 gas mix-
ture.



ation. Cooling of the electrons occurs indirectly as thermal
energy from the plasma is converted to kinetic energy of
expansion of the column.

Although initially the most abundant neutral species,
H, is a highly volatile species in the hot spark column envi-
ronment. Dissociation proceeds by electron impact colli-
sions and by thermal dissociation. The latter process re-
quires only moderate heating of the gas (> 5000 K) to resuit
in significant dissociation. Once H, is dissociated a major
electron energy loss mechanism, that of vibrational excita-
tion, is eliminated, thereby enabling the electron tempera-
ture to climb to a higher value. The higher local electron
temperature leads to rapid ionization.

This sequence of events is illustrated by Fig. 10. In the
figure, the contours for H are for a density of 2 10" cm 3
and for H, the contour line is for a density of 8 X 108 cm 3,
and delineate the undisturbed gas, and the regions of disso-
ciation and ionization. Also plotted is the region in which

;" is found. At early times, before the gas has significantly
heated or avalanched, molecular hydrogen is only depleted
near the axis. Molecular hydrogen begins to first ionize and
then dissociate. To the left of the low-density contour, H, is
fully dissociated. The density of H, is high in the shock wave,
however, the width of the region in which H, is at high den-
sity is narrower thai: that of the shock. (See Fig. 7.) This
indicates that H, is thermally dissociating to atomic hydro-
gen at the inner side of the shock. After the first 25 ns, atomic
hydrogen is primarily within and just interior to the shock. It
isin this region where the gas is hot enough to fuily dissociate
H,, however, the electron density is not yet high enough to
deplete, by ionization, the atomic hydrogen. The density of
H,* proceeds through a similar, but even more volatile se-
quence. Early in the discharge, H," is the most abundant
ion. As the gas heats and the electron density increases, H;"
is rapidly dissociated. The region in which the rate of ioniza-
tion of H, exceeds the rate of dissociation and dissociative

30,0 ;
IONIZED REGION
2251 -
,/_\‘
2 Sy
c DISSOCIATED £ N
~ 150 - "TREGION
w
=2
'_
7.5 UNDISTURBED -
GAS
0 i ! |
0 0075 0.150 0.225 0.300

RADIUS (mm)
FIG. 10. Contours for atomic hydrogen (H), molecular hydrogen (H,), and
ionized molecular hydrogen (H;" ) delineating region of the undisturbed gas,
dissociated gas, and dominantly ionized gas.
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recombination of H;" is confined to a very narrow portion of
the shock.

D. The rate of arc expansion as a function of molecular
weight

The sound speed of a gas at temperature T for an average
molecular weight M is*®

= (ykT /M)"?, (16)

where ¥ is the ratio of specific heats. Since the dominant
expansion mechanism for our spark columns is a gas dynam-
ic sonic expansion of the hot plasma, the expansion rate can
be affected by a change in plasma temperature or by a change
in molecular weight of the gas. Arc radius as a function of
time for three different Ar/H, gas mixtures is plotted in Fig.
11 to illustrate this affect. As the average molecular weight
of the mixture increases, and the average sound speed de-
creases, the rate of arc expansion decreases. Note, though,
that for the first 40 n after laser triggering, which includes a
formative delay time, the rate of expansion for all cases is
nearly identical. Although the heavy particles within the
core are hot (T, > 15 000 K there has been insufficient time
for the pressure gradient to accelerate the particles to a sig-
nificant velocity. During this period, radiation transport and
subsequent photoionization of the neutral gas outside the
plasma column are responsible for expansion of the arc. As
the gas accelerates, convection becomes the dominant ex-
pansion mechanism. At this time, the expansion rate for
plasmas with different molecular weights begins to diverge.
The gas mixture with the lower average molecular weight,
and corresponding higher sound speed, expands at the high-
er rate.

The rate of arc expansion can also be a function of both
the magnitude and rate of energy deposited in the plasma.
Computed mass density and arc radii for spark columns hav-
ing different values of charging voltage at the time of laser
triggering are plotted in Fig. 12. The rate of arc expansion
increases with increasing charging voltage and increasing
rate of energy deposition. The strength of the shock also

0.8 T T T
g
£ Vo = 30 kV
= Ar/H, =
0.6t Po = 2atm 0.1/0.9
i -1/0.
[
=
< 0.4+ T
[®]
O
o 0.5/0.5 3
=02

0 i | 1

0 20 40 60 80
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FIG. 11. Arc diameter for spark columns in mixtures of Ar/H, demonstrat-
ing the effect of molecular weight on the rate of expansion. To the extent
that the arc grows by sonic expansion, the growth rate is inversely propor-
tional to the average molecular weight of the gas mixture.
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increases with increasing charging voltage. The increasing
strength of the shock is indicated by the decreasing thickness
of the shock and the increase in compression ratio across
shock with increasing voltage at laser triggering.

V. CONCLUDING REMARKS

A first principles model for arc expansion in a laser-
triggered spark gap has been developed and comparison to
experimental measurements shows good agreement. The
growth of the arc from the laser preionized diameter of ~50
pmto greater than 1 mm in less than 100 ns proceeds primar-
ily as a convective expansion of the hot ionized plasma col-
umn. The rate of expansion is only marginally increased by
photo and therma! ionization. This results from the high-
density shell of neutral gas which confines the plasma col-
umn, and with its fow E /N, inhibits arc expansion by elec-
tron avalanche. Electron temperatures in gas mixtures of
99% hydrogen exceed 15 eV, while more moderate electron
temperatures of 2-3 eV are the norm for mixtures with a few
percent or more of a heavy noble gas. The plasma voltage
drop computed for sparks carrying in excess of 10 kA is
rather large (a few kilovolts) and agrees well with experimen-
tal data.
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APPENDIX: CONTINUITY AND CONSERVATION
EQUATIONS

The continuity and momentum conservation equations
used in the model are

Al
dt r or (AD
du 10 [( ) ]

— Z.po/ VP A o
dt ar z,: P 2’,0 et
__l__é_..!__f?_(,g), (A2)
p 4w r or

where u is the radial convective velocity, P, is the electron
gas pressure, Pis the heavy-particle gas pressure, and B is the
axial magnetic field. In Eq. {(A2), the sum is over heavy spe-
cies and Z, is the charge state of species 7. The first term in
Eq. (A2} accounts for the fact that the force exerted by the
pressure gradient V P, acts only on the ionized mass fraction
of the heavy particles through the radial ambipolar electric
field. The last term in Eq. (A2) is due to the effect of self-
generated electromagnetic fields and is the source of the
compressive force in “pinch” plasmas. For our collisionally
dominated conditions, this effect is not important.

Separate energy equations were written for the electrons
and the heavy particles. The electron energy conservation
equation is
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In Eq. (A3), n, is the electron density, T, is the electron temperature, A, is the electron thermal conductivity, J is the current
density, o is the electrical conductivity, € is the energy separation between species / and j, and €/ is the ionization potential of
species /. The electron mass and mass of species / are m, and M, respectively, and the gas temperature is 7, . The rate constant
for excitation of heavy-particle species N; to N, is r;, the rate constant for jonization of N; is r/, the rate constant for
collisional radiative recombination of ion N7 * to form species NV ~"* is r;, and the analogous rate constant for radiatve
recombination is 7, . v, is the electron collision frequency with species /, and ol(v) is the photoionization cross section of
species / for frequency v by photon flux ®(v).

The terms in Eq. (A3) (in order of presentation) are for heating of the electrons by adiabatic compression, thermal
conduction, joule heating, thermalization of electrons with the heavy particles, inelastic and superelastic excitation collisions
with heavy particles, ionization collisions with heavy particles, electron heating due to collisional radiative recombination,
energy loss due to radiative recombination, energy loss due to bremsstrahlung radiation, and energy inputs to the electron
distribution resulting from photoionization. In the term for bremsstrahlung loss the rate constant x = 10~ eV*/2 cm®s ™!
which yields an energy loss that is small compared to joule heating. The thermal conduction term serves to smooth the
electron temperature distribution as a function of position. However, because electron transport is dominated by collisions
with heavy particles, this term is not particularly important.

The heavy-particie energy conservation equation is

d(pc,T,)

1 8( 3Tg)
= — P — — i
dt rc?r(m)+rz9r s ar

r"ila

y

k(T = T) SN, Cm/Mw, — S € {N,.N, — NN, exp (Z’T"’ ) (Ad)
i ij.k,d j g’

where ¢, is the heavy-particle specific heat and A, is the heavy-particle thermal conductivity. The terms of Eq. (A4) are for

heating from adiabatic compression, heat transport due to thermal conduction, and joule heating by collisions with hot

electrons. In the last term of Eq. (A4), for changes in internal energy due to heavy-particle collision processes, rj, is the

endothermic rate at which reactants/ and j collide, resulting in product species kand/ (e.g., H, + M —-H + H + M — ¢€). The

activation energy for the process is €, .

A typical conservation equation for a kinetic species (i.e., an excited state of atomic hydrogen) as used in the model is

OH,
= S ey Hy = ryH) = n, riH 4 (7 )H
J

+ ”e{’{x H; 6y +6,,) + 2r,[H, + Hyv)16, + ry HES, + 5,"')}
- sz | E (";: H, — ":} H,-)} + 2r gz Hy5, + 2r 2% Hy(v)8,
k Ly

H dp

L2 (AS)

+ 27 (B + ) + 1 8y — S r R HH,
1

H(r;); electron impact dissociation of H,, H,(v), and HY (r,).
The remaining terms of Eq. {A5), in order of presentation,
have rate constants that are functions of heavy-particle tem-
perature: collisional quenching by heavy particles of a higher
lying levelj to H, (r};) and of H; to a lower level j{r ;); thermal
dissociation of H,, H,(v), H¥ , and H," (rate constants r %2 ,

In Eq. (AS), §,; denotes that the process pertains only to the
hydrogen-excited state # =i and N, denotes a third body
which has associated with it a unique rate constant also hav-
ing subscript k. The following terms of Eq. (A5), in order of
presentation, have rate constants that are functions of elec-
tron temperature: electron excitation of H, from level H;

(rate constant 7 ); electron collisional relaxation of H, to H;
r;;); electron impact ionization of H,(r {); recombination of
H™* populating H; by radiative recombination {r]) and by
collisional radiative recombination (<"); dissociative recom-
bination of H;' populating H (1) and a higher excited state

2999 J. Appl. Phys., Vol. 58, No. 8, 15 October 1985

pHa r?k’: , rf,‘,‘2+ ); and reassociation of H atoms to form H,.
The last term in Eq. {AS) is the correction to the density of H,
resulting from convection. The rate of thermal ionization of
species i was approximated by r,, exp{ — €//kt, ), where ry,
is the gas kinetic rate constant.

Kushner, Milroy, and Kimura 2999

Downloaded 21 Dec 2002 to 128.174.115.149. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/japo/japcr.jsp



'L. P. Bradley and T. J. Davies, IEEE J. Quantum. Electron. QE-7, 464
(1967).

2K. Harsch, H. Salzmann, and H. Strohwald, Phys. Lett. A 55, 153 (1975).

3A. G. Akmanov, L. A. Rivlin, and V. S. Shil’dyaev, JETP Lett. 8, 258
(1968).

‘A. H. Guenther and J. R. Bettis, J. Phys. D 11, 1577 (1978).

5W. R. Rapoport, J. Goldhar, and J. R. Murray, IEEE Trans. Plasma Sci.
PS-8, 167 (1980).

]. R. Woodworth, R. G. Adams, and C. A. Frost, IEEE Trans. Plasma Sci.
PS-10, 257 (1982).

J. R. Woodworth, C. A. Frost, and T. A. Green, J. Appl. Phys. 53, 4734
(1982).

%J. Goldhar, W. R. Rapoport, and J. R. Murray, IEEE J. Quantum Elec-
tron. QE-16, 235 (1980).

°R. A. Dougal and P. F. Williams, J. Phys. D 17, 903 (1984).

'°R. A. Dougal and P. F. Williams, J. Phys. D (to be published).

11§, I Braginskii, Sov. Phys. JETP 34, 1068 (1958).

M. M. Kekez and P. Savic, “Contributions to Continuous Leader Chan-
nel Development,” in Electrical Breakdown and Discharges in Gases, edit-
ed by E. E. Kunhardt and L. H. Luessen (Plenum, New York, 1983), pp.
419454,

*W.D. Kimura, E. A. Crawford, M. J. Kushner, and S. R. Byron, “Investi-
gation of Laser Preionization Triggered High Power Switches Using In-
terferometric Techniques,” in Conference Record of 1984 Sixteenth Power
Modulator Symposium, Arlington, VA (IEEE, New York, 1984}, p. 54.

“M. Mitchner and C. H. Kruger, Partially Ionized Gases (Wiley-Intersci-
ence, New York, 1973).

M. J. Kushner and R. D. Milroy, “Spark Column Plasma Dynamic Mod-
el—Final Report,” Mathematical Sciences Northwest, Inc., Contract No.
NO00014-83-C-0417 (Sept. 1984).

1SL. Spitzer, Jr., Physics of Fully fonized Plasmas (Wiley-Interscience, New
York, 1967).

V. A. Alekseev, V. E. Fortov, and 1. T. Yakubov, Sov. Phys. Usp, 26, 99
(1983).

'8R. E. Rovinskii, Teplofiz. Vysok. Temp. 10, 1 (1972).

'°C. L. Longmire, Elementary Plasma Physics (Wiley-Interscience, New
York, 1967).

M. J. Kushner, A. L. Pindroh, C. H. Fisher, T. A. Znotins, and J. J. Ew-
ing, J. Appl. Phys. 58, 2406 (1985).

2D. K. Gibson, Aust. J. Phys. 23, 683 (1970).

G. J. Schulz, Phys. Rev. 135, A983 (1964).

24, G. Engelhardt and A. V. Phelps, Phys. Rev. 131, 2115 (1963).

3. J. B. Corrigan, J. Chem. Phys. 43, 4381 (1965).

**H. W. Drawin, European CEA Report No. FC-387, 1967; European CEA
Report No. FC-383, 1966.

26C. Deutsch, J. Appl. Phys. 44, 1142 (1973).

27C. F. Chan, “Reaction Cross Sections and Rate Coefficients Related to the
Production of Positive Hydrogen Ions,” Lawrence Berkeley Laboratory
LBID-632 (1983).

28Y. Itikawa, Planet. Space Sci. 19, 993 (1971).

L. S. Frost and A. V. Phelps, Phys. Rev. 136, A1538 (1964).

30N. Cohen and J. F. Bott, “Review of Rate Data for Reactions of Interest in
HF and DF Lasers,” Aerospace Corporation Rep. No. SD-TR-82-86
(Oct. 1982).

3'V. N. Kondratiev, Rate Constants of Gas Phase Reactions, NTIS COM-
72-10014 (National Bureau of Standards, Washington, DC, 1972).

32M. A. Biondi, “Recombination,” in Principles of Laser Plasmas, edited by
G. Bekefi (Wiley, New York, 1976), pp. 125-157.

33Ch. A. Brau, “Rare Gas Halogen Excimers,” in Excimer Lasers, edited by
Ch. K. Rhodes (Springer, Berlin, 1979), pp. 104-105.

34T. F. O’Malley, Phys. Rev. 185, 101 {1969).

35M. J. Kushner, W. D. Kimura, and S. R. Byron, J. Appl. Phys. 58, 1744
(1985).

3E. K. Dabora, AIAA J. 10, 1384 (1972).

37}. D. Craggs, “Spark Channels,” in Electrical Breakdown of Gases, edited
by J. M. Meek and J. D. Craggs (Wiley, Chichester, UK, 1978), pp. 801-
821.

38p. A. Thompson, Compressible-Fluid Dynamics (McGraw-Hill, New
York, 1972).

3000y n | chARPl Physs Yoh58oNo.B; 15 ©ctobsg 1888istribution subject to AIP license or copyrighusbaerMilreys and Kiserap o/ja390% p



