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Electron energy distributions and anomalous skin depth effects in high-plasma-density inductively
coupled discharges
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Electron transport in low pressure~,10s mTorr!, moderate frequency~,10s MHz! inductively coupled
plasmas~ICPs! displays a variety of nonequilibrium characteristics due to their operation in a regime where the
mean free paths of electrons are significant fractions of the cell dimensions and the skin depth is anomalous.
Proper analysis of transport for these conditions requires a kinetic approach to resolve the dynamics of the
electron energy distribution~EED! and its non-Maxwellian character. To facilitate such an investigation, a
method was developed for modeling electron-electron collisions in a Monte Carlo simulation and the method
was incorporated into a two-dimensional plasma equipment model. Electron temperatures, electron densities,
and EEDs obtained using the model were compared with measurements for ICPs sustained in argon. It was
found that EEDs were significantly depleted at low energies in regimes dominated by noncollisional heating,
typically within the classical electromagnetic skin depth. Regions of positive and negative power deposition
were observed for conditions where the absorption of the electric field was both monotonic and nonmonotonic.
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I. INTRODUCTION

The trend towards using high plasma dens
(.1011 cm23), low gas pressure~,10s mTorr! sources in
material processing has resulted in renewed interest in e
tron transport in inductively coupled plasma~ICP! dis-
charges. Although the partial ionization in these devices
be large ~.0.001–0.01!, the electron energy distributio
~EED! is often non-Maxwellian as a result of the power b
ing deposited in a nonuniform and nonlinear fashion@1–10#.
As a consequence, a kinetic approach is required to prop
resolve electron energy transport. One of the challen
faced in simulating kinetic transport in ICPs with modera
fractional ionization is resolving electron-electron (e-e) col-
lisions that significantly influence the thermal motion
electrons.

At least three approaches have been used to resolvee-e
collisions for the conditions of interest. The first is to tre
e-e collisions on particle-particle basis, as in particle-in-c
simulations@11–14#. Although robust, these techniques a
computationally expensive, particularly for high fraction
ionizations. The second approach is to use nonstatis
methods or a direct solution of Boltzmann’s equation, wh
explicitly includese-e collisions @15,16#. Although this ap-
proach is also robust, only a few terms are typically includ
in the expansion of the electron velocity distribution fun
tion, and so the method may have limited application. T
third approach is to use an electron Monte Carlo simulat
~EMCS! @17,18#. EMCS methods share the advantages
particle-particle techniques in not making anya priori as-
sumptions regarding the electron velocity distribution. Th
differ from particle-in-cell methods in that thee-e collisions
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are resolved on a particle-mesh basis. This approach is
computationally robust while introducing some approxim
tion in the dynamics of thee-e collisions. Its disadvantage i
that it must be coupled with other computational modules
obtain the electric and magnetic fields that accelerate
electrons.

In this paper we describe a methodology for simulati
e-e collisions in EMCS using particle-mesh techniques. T
EMCS was imbedded into a two-dimensional~2D! plasma
equipment model that was then used to conduct a comp
tional investigation of the effect ofe-e collisions on EEDs
and of the electron kinetics in ICPs sustained in argon. T
method was validated by comparisons to experiments.
found that e-e collisions mitigate the propensity for coo
electrons to pool at the maximum of the plasma poten
when that location is outside the classical skin depth. We a
found that the electric field can decay nonmonotonically,
observed experimentally@5,10#, and that these condition
also usually result in regions of positive and negative pow
deposition by electrons. However, regions of both posit
and negative power deposition were also observed when
electric field decayed monotonically, indicating that this e
fect is perhaps a more general consequence of an anom
skin depth.

Brief descriptions of the algorithms fore-e collisions,
their implementation into the EMCS, and the incorporati
of the EMCS in the plasma equipment model are in Sec
Comparisons between computed and experimental pla
properties for ICPs sustained in Ar are presented in Sec.
Results from a parametric investigation of the anomalo
skin effect and nonlocal power deposition in ICPs are d
cussed in Sec. IV. Concluding remarks are in Sec. V.

II. DESCRIPTION OF THE MODEL

In this section we describe a method for modelinge-e
collisions in which Coulomb collisions are treated using

k,
©2002 The American Physical Society11-1
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test particle approach, and so can be readily included in
EMCS of low-pressure and high-density plasma systems
particular, this technique has been implemented in the EM
of the two-dimensional hybrid plasma equipment mo
~HPEM!. The HPEM and EMCS have previously been d
scribed in Ref.@18# and references therein, and so only br
outlines are given here.

The HPEM is a two-dimensional plasma equipme
model that consists of an electromagnetic module~EMM!, an
electron energy transport module~EETM!, and a fluid kinet-
ics module~FKM!. Electromagnetic fields and correspondi
phases are calculated in the EMM. These fields are then
in the EETM to obtain electron impact source functions a
transport coefficients using either an EMCS or by solving
electron energy equation.~In this work, the EMCS option
was used in the EETM.! These parameters are transferred
the FKM where momentum, continuity, and energy eq
tions are solved for all heavy particles. A drift diffusion fo
mulation is used for electrons to enable an implicit solut
of Poisson’s equation for the electrostatic potential. The s
cies densities and electrostatic fields produced in the F
are transferred to the EMCS and the EMM. These modu
are iterated until a converged solution is obtained.

To properly couple electron kinetics into solution of Ma
well’s equation, the electron current that appears as a so
of the electromagnetic field in the plasma must reflect
nonlocal character of the EEDs. Plasma dynamics are o
coupled to the electromagnetic fields using a cold conduc
ity that is appropriate for a collision dominated plasma. N
merous works over recent years have shown that for the
ditions of interest, using a cold conductivity may not ful
capture the electron dynamics. For example, Turner@19#,
Godyak, Piejak, and Alexandrovich@20#, and Vahediet al.
@21# have investigated, theoretically and experimentally, n
collisional heating and warm plasma effects in ICP reacto
observations that are partly explicable by an anomalous
effect.

To address these conditions we have improved upon
method first discussed in Ref.@22# to couple electron kinetics
into the solution of Maxwell’s equations, which captur
much of this behavior. The method and recent improveme
will be briefly described. The electric field is provided by
frequency domain representation of Maxwell’s equation,

¹2EW 1S v

c D 2

EW 5 ivm0JW , ~1!

whereJW , v, c, andm0 are, respectively, the current densit
frequency, speed of light, and vacuum permeability. In
frequency domain, all wave quantities are assumed to v
harmonically in time aseivt. The current densityJW contains
contributions from the external antenna and currents that
generated in the plasma due to the electromagnetic wav
using a cold plasma approximation, the electron current d
sity JWe is

JWe~rW,t !5s~rW,t !EW ~rW,t !, ~2!

where
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s~rW !5
q2ne~rW !

me@vm~rW !1 iv#
, ~3!

and s, q, me , ne , and vm are, respectively, conductivity
magnitude of electron charge, electron mass, electron d
sity, and electron momentum transfer collision frequen
One typically ignores ion current due to the low mobility
ions. When warm plasma effects are important, the local c
tributions to plasma current due to electron acceleration
the electromagnetic wave at remote locations must be ta
into account. This can be accomplished by replacing Eq.~2!
with

JWe~rW,t !5E E s~rW,rW8,t,t8!EW ~rW8,t8!drW8 dt8, ~4!

where the volume integral is over the entire plasma and
time integral is from all previous times to the prese
s(rW,rW8,t,t8) is a Green’s function that relates contributio
to the present, local electron current density from the el
tromagnetic wave at remote locations at previous times.

In this work,JWe(rW,t) is directly obtained from the EMCS
by numerically computings(rW,rW8,t,t8)EW (rW8,t8) by sampling
the electron trajectories. In principle, this approach captu
warm plasma effects by, for example, sampling electron
jectories after a free flight resulting from acceleration
electromagnetic fields at remote locations and prior times
the EMCS, a distribution averaged azimuthal, harmonic
locity ve(rW l ,t), where rW l is a given spatial mesh point, i
computed. This is accomplished by collecting statistics
the trajectories of electron pseudoparticles on every upd
of their position and speed,

Ve~rW l !5

(
j

wjv j exp~ ivt j !(
k

akd@~rW l 1k6 1
2 DrW l 1k!2rW j #

(
J

wJ(
k

d@~rW l 1k6 1
2 DrW l 1k!2rW j #

,

~5!

whereVe(rW l) is the complex amplitude of the electron spe
andwj is the weighting of an individual electron pseudopa
ticles having azimuthal velocityv j at time t j . wj accounts
for the number of electrons each pseudoparticle repres
and the time step used in the current advance of the tra
tory. The first sum is over all electron pseudoparticlesj and
the second sum is over adjacent mesh pointsk to account for
particle averaging using finite-sized-particle techniques@14#.
ak is a spatial weighting that incorporates the finite-size
particle coefficients. Contributions toVe(rW l) are summed
over 10–100 s of rf cycles. The harmonic, azimuthal elect
velocity is then

ve~rW,t !5uVe~rW !ucos„vt1f l~rW !…, f l5tan2 l
Im„Ve~rW !…

Re„Ve~rW !…
.

~6!

The electron current used in the EMM in the next iterati
through the HPEM is then
1-2
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Je~rW,t !5qne~rW !ve~rW,t !, ~7!

wherene(rW) is the electron density obtained from the FKM
For computational stability, the electron current density u
in the EMM is divided into two components,

JWe~rW,t !5s~rW !EW ~rW,t !1JWer~rW,t !, ~8!

whereJWer(rW,t)5JWe(rW,t)2s(rW)EW (rW,t), a residual current, is
the difference between the warm current density compute
the EMCS and the cold plasma current. Since the kinetic
derived electron current from the EMCS is held const
during the EMM, its direct use would not necessarily
computationally stable as it would represent a constant e
tron current independent of the local wave properties.

Electron transport properties and EEDs are obtained f
the EMCS. The EMCS is a 3v-3D ~three velocity compo-
nents, three dimensions! model that integrates electron tra
jectories from electric and magnetic fields obtained using
EMM and FKM, and employs Monte Carlo techniques f
collisions. At the beginning of the first call to the EMCS
electrons are initially given a Maxwellian velocity distribu
tion and placed in the reactor using a distribution weigh
by the local electron density obtained from the FKM
Pseudoparticle trajectories are advanced using the Lor
equation,

dvW
dt

5
qe

me
~EW 1vW 3BW !,

drW

dt
5vW , ~9!

wherevW , EW , and BW are the electron velocity, local electri
field, and magnetic field, respectively. The electric field co
tains rf contributions from the EMM and electrostatic cont
butions from the FKM. The electric field from the EMM
obtained from a frequency domain solution, is represented
its harmonic amplitude and phase as a function of posit
and these quantities are interpolated to the particle’s pos
based on the particle’s phase during the rf cycle. The e
trostatic field from the FKM is binned according to spa
and phase in the rf cycle. These electric fields are then in
polated in both space and phase. In this work, the magn
field contains only harmonic rf contributions from the EM
as no magnetostatic field was imposed. The range of elec
energies of interest is divided into discrete energy bins.
ergy bins have constant widths over a specified energy ra
to simplify gathering statistical data while resolving structu
in electron impact cross sections. A total of 300–500 bins
usually used with typical energy ranges~100 bins/range de
pending on the chemistry! of 0–5, 5–15, 15–50, and 50–20
eV.

Within energy bin i, the total collision frequencyv i is
computed by summing all the possible collisions with hea
particles,

v i5S 2« i

me
D 1/2

(
j ,k

s i jkNj , ~10!

where « i is the average energy within the bin,s i jk is the
cross section at energyi ~for speciesj and collision process
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k!, andNj is the number density of speciesj. As this junc-
ture,v i does not account for the frequency ofe-e collisions
owing that this frequency depends on the relative velocity
the collision partners and, therefore, depends on the dyn
ics of these trajectories during the simulation.

Null collision cross sections are employed for each ene
range to provide a constant collision frequency. This is
complished by adding an additional fictitious process
ferred to as a null collision such that all electrons appea
have the same collision frequency@23#. The null collisional
frequency at energy« i is vni5vm2v i , where vm is the
maximum collision frequency based on both electron ene
and density of collision partners.~In practice, separate maxi
mum collision frequencies and null collision frequencies a
used for subintervals of the energy distribution to minimi
the occurrence of null collisions.! In doing so, the time be-
tween collisions can be obtained byDt52 ln(r1)/vm, where
r 1 is a random number distributed on~0,1!. The type of
collisional event is determined by generating a series of r
dom numbers. Ifr 2<vni /vm , then the collision is null and
the electron trajectory continues unhindered. For a real
lision, we find the particular electron collisionj that satisfies

1

vm
(
k51

j 21

vk,r 3<
1

vm
(
k51

j

vk , ~11!

where all collision frequencies are computed based on
maximum density of collision partner for processj, i.e.,Nm j ,
in the entire reactor. A second level of null collision is the
considered to determine whether the local density of the
lision partner is large enough to warrant a collision. That
if r 4<Nj (rW)/Nm j , whereNj (rW) is the actual local density o
the collision partner, then a real collision occurs. Otherwi
the collision is considered null.

The final velocity following a collision is determined b
applying the scattering matrix,

Vx5V~cosb cosa sinu cosf1cosb sina cosu

2sinb sinu sinw!,

Vy5V~sinb cosa sinu cosf1sinb sina cosu

1cosb sinu sinw!,

Vz5V~2sina sinu cosf1cosa cosu!, ~12!

wherea andb are the polar and azimuthal Eulerian angles
the electron velocity prior to the collision;u and f are the
polar and azimuthal scattering angles, andV is the electron
speed after the collision. Assuming azimuthal symmetry
the collision,f is randomly chosen from the interval~0,2p!.
Unless experimental data are available,u is chosen by speci-
fying a scattering parameterg where the polar scattering
probability is given by cosg(u/2). g50 provides for isotropic
scattering andg@1 provides for forward scattering. The ran
domly selected scattering angle is then

u52@cos21~12r !#@1/~21g!#, ~13!
1-3
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wherer is a random number distributed~0,1!.
Statistics are collected for every particle on every tim

step. The particles are binned by energy and location wi
weighting proportional to the product of the number of ele
trons each pseudoparticle represents and its last time
Particle trajectories are integrated for'100 rf cycles for
each call of the EETM. Statistics are typically gathered
only the latter two-thirds of those cycles to allow transie
that occur at the beginning of each iteration to dampen
The time step for advancement is the shortest of the tim
the next collision, the time required to cross a specified fr
tion of the local computational cell~typically 0.25! or a
specified fraction of the rf cycle~typically 0.01!. Since the
time step is different for each pseudoparticle, they diverge
time, a process that continues until the pseudoparticles re
a specified future time. At that time, a pseudoparticle is
longer advanced until all other particles catch up.

At the end of a given iteration, the EED at each spa
location is obtained by normalizing the statistics such tha

(
i

Fi~rW !5(
i

f i~rW !« i
1/2D« i51, ~14!

whereFi(rW) is the sum of the pseudoparticles’ weightings
rW for energy bini having energy« i , f i(rW) ~eV23/2! is the
EED at rW, andD« i is the width of the energy bin.

We have found that, for a given computational inve
ment, it is more desirable to integrate the trajectories o
smaller number of pseudoparticles for a larger number
cycles, than a larger number of particles for a smaller nu
ber of cycles. The average number of particles~accounting
for ionization and losses! is about 104, and so there are ap
proximately 108 samplings per call of the EMCS. A typica
2D mesh has 50350 points, resulting in 104– 105 sampling
per mesh point. Based on this sampling the accuracy of
culated EEDs in the energy range below 15 eV is estima
to be a few percent near the position of maximum of elect
density.

The goal of our method is to treate-e collisions using a
test particle approach. That is, instead of electrons collid
with each other, as in particle-particle methods@11–14#, the
electrons collide with an energy resolved electron fluid. E
sentially, our algorithm addressese-e collisions on a
particle-mesh basis@17#. This is accomplished by using spa
tially dependent EEDs recorded during previous iteration

Accounting fore-e collisions for pseudoelectron particle
is performed on every time step in the following manner. T
incident pseudoelectron begins with velocityvW 0 . The veloc-
ity of an electron collision partner for the incident pseud
electron is randomly chosen from the local EEDs that w
computed on the previous iteration. As only the EED,
opposed to the electron velocity distribution, is retained fr
the previous iteration, we assume that the chosen target
tron has an isotropic angular distribution. In doing so,
probability of having a collision partner with an energy«8
for a pseudoelectron in thej th spatial bin in time intervalDt
is determined with a cumulative probability
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Pj~«8!5 f j~«8!«81/2D«8Y S (
j

f j~« i8!« i8
1/2

D«8D ,

~15!

wheref j («8) is the EED in thej th bin and the summation is
over the entire energy range. The energy of the target e
tron, « i8 , is that which satisfies

P j~« i 218 !,r<P j~« i8!, ~16!

wherer is a random number distributed~0,1!. The cumula-
tive probability P j (« i8) in the j th spatial bin is determined
from

P j~« i8!5 (
k51

i

Pj~«k8!Y (
k

Pj~«k8!, ~17!

where the summation in the denominator is over subenerg
so that( iP j (« i8)51.

These probabilities are precomputed at the beginning
each iteration. Since the number of energy bins on wh
Pj («8) is stored is usually large~400–500!, we implemented
a quick lookup technique for«8. The energy interval of in-
terest is divided into smaller number of energy ranges c
tered atEl ~typically 10–12! containing many of the funda
mental energy binsD« i . The size of l th range,DEl , is
chosen so that the function

J j l 5 (
El2DEl /2<«8,El1DEl /2

P j~«8!

has the same value for anyl. The energy of the collision
partner,«8, is first randomly selected on a coarse basis us
the functionsJ j l , followed by a refinement within the larg
energy intervals using cumulative probabilityP j («8). This
two-stage lookup significantly reduces the computatio
time for simulatinge-e collisions.

Once the velocity of partner,vW 8, is chosen, the impac
parameter for a 90° scattering,b0 , is determined@24,25# as

b05e2/~2p«0meg
2!, ~18!

whereme is the mass of electron,g5uvW 02vW 8u is the relative
speed of the collision partners, and«0 is the vacuum permit-
tivity. If cos(u),b0 /lD , whereu is the angle between veloc
ity of the pseudoelectron and its collision partner andlD is
the local Debye length, the collision event is ignored. A
though scattering through very small angles may not be w
represented by this approach, such scattering does not a
ciably affect the EED at energies that determine inelastic
coefficients. As a result, our predicted discharge proper
were not appreciably affected. The logic to this step is t
we assume that the changes in charge densities, which
occur on spatial scales larger thanlD , do not contribute to
Coulomb collisions between electrons. Otherwise, the pr
ability of an e-e collision during the current time stepDt is
determined from

Pe-e~g,Dt !5njse-e~g!gDt, ~19!
1-4
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where nj is the density of electrons in thej th spatial bin
obtained from the FKM, and the momentum transfer Co
lomb cross sectionse-e(g) ~Ref. @21#! is

se-e~g!54pb0
2@11 ln~ld /b0!2#1/2. ~20!

This process is justified if, for the conditions of intere
Pe-e(g,Dt)!1, which is the case for virtually all condition
of this study. The collision event takes place ifPe-e(g,Dt)
>r . If a collision occurs, then a postcollision relative velo
ity gW 8 is randomly determined@26# such that

gz856ugW ur 1 , gx85ugW uA12r 1
2 cos~2pr 2!,

gy85ugW uA12r 1
2 sin~2pr 2!, ~21!

wherer 1 and r 2 are two independent random numbers, a
gz8 is positive or negative ifgz is positive or negative, respec
tively. Finally, the final velocity of the pseudoelectron,vW f , is
updated with

vW f5vW R10.5gW 8, vW R50.5~vW 81vW 0!, ~22!

The change in the velocity of collision partner in the mes
stored distribution function is disregarded. In doing so,e-e
collisions are treated as collisions between pseudoelect
and energy resolved electron fluid, whose properties will
flect the consequences of thee-e collision during the next
update of the binned EEDs. The cumulative effects of s
cessive binarye-e scattering, both small and large angle
are captured by the collection of statistics on the spati
dependent EEDs during the current iteration, which are t
used for collisional integrals on the subsequent iteration
single pseudoparticle is sampled roughly 104 times per itera-
tion ~100 samplings per rf cycle for 100 rf cycles per iter
tion! and the model iterates through the HPEM modu
roughly 50–100 times per case. These sampling rates sh
provide sufficient opportunity for self-consistency betwe
the real-time EEDs and those used in the collision integr

Power deposition from the inductive electric field by ele
trons is directly computed in the EMCS as the ensemble t
average~over many rf cycles! of the product of the electron
velocity and local electric field,

P~rW !5

ne~rW !(
j

wjqj~vW •EW !d~rW2rW j !

(
j

wjd~rW2rW j !

, ~23!

where the sum is over pseudoparticles. Positive power de
sition represents net transfer from the electric field to
electrons. Negative power deposition represents a net tr
fer of power from the electrons to the electric field.

III. PLASMA PROPERTIES AND ELECTRON ENERGY
DISTRIBUTIONS

In this section we present the results of our investigati
of EEDs in an ICP reactor. The model was validated us
06641
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experimental data from the literature@27,28#. A schematic of
the reactor used in our study is shown in Fig. 1. The cham
is cylindrically symmetric, 10 cm in radius and 10.75 cm ta
The antenna is a five-turn coil set atop a quartz window 1
cm thick. A Faraday shield greatly reduces capacitive c
pling, which we have ignored in the model. Argon is inject
below the window and pumped at the bottom of the reac
In our computations, continuity, momentum, and ene
equations are solved for all heavy particles~ions and neu-
trals!. A drift-diffusion formalism is used for electron dens
ties coupled with a semi-empirical solution for the Poiss
equation. The reaction mechanism for the Ar plasma u
here is given in Table I.

Plasma densities, densities of Ar(4s) and electron impact
ionization source function are shown in Fig. 2 for the ba
case conditions of 10 mTorr, 100 W, and 6.78 MHz. Electr
temperature and effective ion temperature, which accoun
both random and directed energies, are shown in Fig. 3.
plasma density is rather uniform over the radius at the
and bottom boundaries. The maximum of plasma density
curs in the middle of reactor where the electric potentia
maximum and at the edge of the classical skin depthd
'2 cm) where the amplitude of the electromagnetic fie
decays to 1/e of its edge value. The electron temperature h
a peak in the electromagnetic skin depth resulting from c
lisionless heating by the large electric field. The electr
temperature varies by less than an eV across the react
consequence of both the long mean free path of electr
accelerated in the skin depth enabling those electrons to
tain their energy across the reactor and, in an opposite se
the largee-e collision frequency that redistributes energ
through the electron thermal conductivity. In contrast, t
effective ion temperature is maximum when close to
walls, where ions gain energy from acceleration in t

FIG. 1. Schematic of the ICP reactor.
1-5
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presheath. In the middle of reactor, the effective ion tempe
ture is lower due to thermalizing collisions with neutral sp
cies.

The density of Ar(4s) differs from plasma densities a
this state is only created by electrons with energies hig
than 11.6 eV, either directly by collision with the groun
state or indirectly by excitation to Ar(4p), followed by ra-
diative relaxation or quenching to Ar(4s). The state is domi-
nantly quenched by electrons having lower energy by su
elastic collisions or electrons with energy greater that 3.5
by ionization. The sources for Ar(4s) are therefore domi-
nantly in the lower part of the reactor where the tail of t
distribution is more extended whereas the sinks for this s
are distributed throughout the reactor. Conversely, ioniza
for these conditions is dominated by multistep processes
of Ar(4s) and Ar(4p), having an effective ionization poten
tial of 3.5 eV, whereas volumetric sinks for the ions are n
ligible. Therefore, net ionization sources are more wid
distributed than for Ar(4s), producing a peak in the center o
the reactor.

Computed electron densities and temperatures are c
pared with experiments@27# ~as shown in Fig. 4! for the base
case conditions atr 50 cm. The electron density profil
agrees well with the measurements. The maximum of e
tron density occurs at aboutz54 cm, displaced from the
center due to the lower axial location of the peak of t
electron source function. The high thermal conductivity a
redistribution of energy resulting frome-e collisions pro-
duce nearly uniform electron temperatures with a maxim
occurring near the quartz window where power depositio
largest. The calculated electron temperature is 0.5 eV be
that of measurements, but reproduces well the shape o
measured temperature profile.

TABLE I. Reaction mechanism.

Species: Ar(3s), Ar* (4s), Ar** (4p), e
Reaction Rate coefficienta Reference

e1Ar→Ar1e b @29#

e1Ar→Ar* 1e b @30#

e1Ar→Ar** 1e b @30#

e1Ar→Ar11e1e b @31#

e1Ar* →Ar11e1e b @32#

e1Ar* →Ar1e b @30#

e1Ar* →Ar** 1e b @33#

e1Ar** →Ar1e b @30#

e1Ar** →Ar11e1e b @34#

e1Ar** →Ar* 1e b @33#

Ar* 1Ar* →Ar11Ar1e 131029 @35#

Ar** 1Ar** →Ar11Ar1e 131029 @35#

Ar** 1Ar* →Ar11Ar1e 131029 @35#

Ar** →Ar* 13105 s21 c

Ar11Ar→Ar11Ar 5.66310210 @36#

aRate coefficients have units of cm3/s unless noted otherwise.
bRate coefficient is calculated from electron energy distribution
tained in the EMCS using the cross section from the cited refere
cEstimated for a mildly trapped optical transition.
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The consequences ofe-e collisions on the EEDs are
shown in Fig. 5 for 10 mTorr, 200 W, and 6.78 MHz. EED
at the position of maximum plasma density and plasma
tential (r 51 cm andz53 cm) are shown in Fig. 5~a!. EEDs
at (r ,z)5(4,3 cm), for both a lower electron density an
plasma potential, are shown in Fig. 5~b!. The EED without
e-e collisions at the maximum in electron density an

-
e.

FIG. 2. Plasma parameters for the base case conditions~10
mTorr, 100 W, 6.78 MHz!. ~a! Plasma density,~b! Ar(4s) density,
and~c! electron impact ionization source function. Plasma densi
are maximum near the peak in the plasma potential while Ar(4s),
having larger bulk quenching collisions, peaks near the coils wh
the electron temperature is higher.
1-6
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plasma potential rapidly increases in magnitude as the en
approaches zero. This trend is due to the propensity for l
energy electrons to ‘‘pool’’ at the peak in plasma potent
which, for our conditions, is beyond the classical skin dep
Low-energy electrons near the peak in plasma potentia
not have sufficient energy to climb the potential gradie
back into classical skin depth where they can be heated;
so, in the absence of superelastic collisions, have no me
nism to increase their energy. When includinge-e collisions,
the fraction of low-energy electrons at the peak of the plas
potential is smaller owing to the energy transfer betwe
low-energy and high-energy electrons; that is, there i
mechanism to heat low-energy electrons, which allows th
to escape from the potential well. Thee-e collisions are the
mechanism providing for thermal conductivity. In the a
sence ofe-e collisions, the electron temperature, in fact, h

FIG. 3. Plasma parameters for the base case conditions~10
mTorr, 100 W, 6.78 MHz!. ~a! Electron temperature and~b! effec-
tive ion temperature, which is a sum of random and directed e
gies. The electron temperature peaks in the classical skin depth
effective ion temperatures are maximum in the presheath, wher
ambipolar fields are larger.
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a significant minimum in the center of the plasma result
from this pooling effect. The EEDs at (r ,z)5(4,3 cm) have
less dramatic differences between including and exclud
e-e collisions, though the low-energy pooling is still eviden
The plasma potential is less positive at this location result
in less propensity to pool there, and the electron densit
smaller resulting in fewere-e collisions to redistribute the
electron energy.

r-
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he

FIG. 4. Comparison of calculated axial spatial profiles~at r
50 cm) of electron density and electron temperature with meas
ments~Ref. @27#! for the base case~10 mTorr, 100 W, 6.78 MHz!.

FIG. 5. EEDs when including and excludinge-e collisions at
z53 cm. ~a! r 51 cm, ~b! r 524 cm. ~6.78 MHz, 10 mTorr, 200
W!. In the absence ofe-e collisions, cool electrons pool near th
peak in the plasma potential.
1-7
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Comparisons between computed and measured@28# EEDs
in the center of the reactor are shown in Fig. 6 for powers
50 and 200 W. Computed EEDs are compared to exp
ments in the classical skin layer~0.5 cm!, at midheight~5
cm!, and near the wall opposite the coils~10 cm!. The nor-
malization for both numerical and experimental results is
have the integral over the electron distribution equal to 1
doing so, the experimental data are approximated by stra
lines at very low energies. The computed EEDs, in gene
agree well with those obtained from experiments. The diff
ences at very low energies are attributed in part to rf pr
distortion and in part to our algorithm. At 50 W, the com
puted and experimental EEDs have positive curvature
energies less than 10 eV, indicating a tendency towards t
malization and energy pooling in the center of the reac
beyond the classical skin depth. The EEDs in the class
skin layer and near the top wall have a bi-Maxwellian sha
which is typical for low-pressure inductively coupled pla
mas and which do not have significant energy pool
@37,38#. Owing to the azimuthal electric field being small

FIG. 6. Comparison of calculated EEDs with experiments~Ref.
@28#! at r 50 cm, 6.78 MHz, and 10 mTorr.~a! 50 W and~c! 200 W.
Calculated EEDs are shown at different heights, lower heights
ing closer to the coils. Lower power producing a smaller elect
density and having fewere-e collisions has a larger thermal com
ponent of the EED.
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the vicinity of the axis, the tail of the EED near the coi
(z50.5 cm) is lower than in the center of the plasma. This
a consequence of the electron density being smaller on
near the walls, thereby limiting thermal conduction~through
e-e collisions! from more energetic electrons at larger rad
Electrons accelerated in the skin layer where the electric fi
is largest (r'5 cm) are also unlikely to convect towards th
axis, thereby inhibiting heating of the tail.

Near the center of the reactor, electron thermal conduc
throughe-e collisions from the skin layer is more rapid an
convection of electrons from the skin layer is more probab
Both effects produce an increase in the tail of the EED. T
calculated EED at the center of the reactor is best represe
by a three-temperature Maxwellian distribution, a distrib
tion often used to characterize EEDs in low-pressure IC
~Ref. @39#!. The distribution has a low temperature for ene
gies about the Ramsauer minimum and where pooling
curs, a higher temperature in the medium energy range be
the first threshold of inelastic collisions, and again a low
temperature at energies above the first threshold of inela
collisions. At 200 W the trends are similar, however, electr
thermalization produced by Coulomb collisions causes
EED in the center of the reactor to approach a Maxwelli
thereby reducing the energy pooling effect. The agreem
with experiment is less good at 50 than at 200 W, as the
of the EED is underpredicted at the lower power. This co
be a result of an offset in the spatial distribution of the co
puted EEDs compared to the experiment or an inaccurac
the predicted sheath structure, which allows an inordin
number of higher-energy electrons to escape. The los
ionization by the loss of these higher-energy electrons co
also explain why the predicted electron densities are
than the experiment as well.

The EEDs atr 50 ~Fig. 6! are only indirectly affected by
collisionless heating in the skin layer since the azimut
electric field is zero on axis. The EEDs atr 54.5 cm near the
radial peak of the electric field, shown in Fig. 7 for vario
heights, are more strongly affected by collisionless heatin
the skin layer. The general trend is that there is a monoto
decrease in the tail of the EED from the skin layer across
reactor to the opposite wall. These electrons, having ener
generally greater than 10 eV, are less affected bye-e colli-
sions whose cross section scales as 1/«2. The damping of the
tail is largely a consequence of inelastic collisions. The E
at z50.4 cm is rather depleted at low energies while the
of the EED is highest, indicating that large numbers of el
trons are accelerated out of the skin layer by the elec
field. This in turn requires that the electron mean free pat
commensurate to the depth of the skin layer; that is, the s
layer is anomalous. This EED can be well represented b
bi-Maxwellian distribution with temperatures of 4.1 eV~low
energy! and 2.3 eV~tail!.

The EED atz51.7 cm is less depleted at low energies
the acceleration is smaller being deeper into the skin la
and so the effective temperature of the electrons is only
eV. For the base case conditions, the axial force on elect
due to Lorentz acceleration by the rf magnetic field is a
proximately equal to that by the azimuthal electric field@7#.
The tail of EED atz51.7 has nearly the same slope as t
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n
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EED atz50.4 cm as a consequence of this axial accelera
and the mean free path of the electrons being commensu
to the differences in height. The EED in the center of t
reactor (z55.6 cm) displays the three-temperature featu
described earlier due to the influence ofe-e collisions. This
EED is enhanced at very low energies due to the Rams
minimum in the momentum transfer cross section and po
ing of low-energy electrons. The effective temperature
electrons in this energy range is'2.1 eV. The electron tem
perature is higher~3.8 eV! at moderate energies, and is low
~1.8 eV! for the tail of EED. The EED atz58.0 cm is
slightly depleted at low energies due to pooling of electro
from this region towards the peak of the plasma potent
The temperatures for this tri-Maxwellian EED are 2.9, 3
and 1.7 eV. The EED atz510.2 cm can again be approx
mated by a bi-Maxwellian distribution with temperatures 3
and 1.7 eV.

The consequences of gas pressure on electron tran
are shown in Fig. 8 where EEDs are given for 1, 10, and
mTorr atr 50 andz50.5, 5, and 10 cm. The EEDs vary du
to the transition from a regime of nearly total collisionle
electron heating at 1 mTorr to a regime of collisional heat
at 30 mTorr. In the case of 1 mTorr, the structure of the EE
is dominated by collisionless heating and by nonlinear L
entz forces that provide an axial acceleration. These p
cesses most significantly affect the EED in the skin layer.
energies below the first threshold of inelastic collisions, t
EED can be represented by a single Maxwellian distribut
with a rather high temperature of 13 eV. Electrons with e
ergies above the thresholds for inelastic events more
ciently transfer power to the gas, and consequently, the
fective temperature for these electrons in the tail of the E
is lower, about 6 eV. The EED atz55 cm is affected by
stochastic heating, collisions, and pooling as the peak in

FIG. 7. EEDs atr 54.5 cm and different heights for 6.78 MHz
100 W, and 10 mTorr. The inset shows the EEDs at low energ
EEDs near the peak of the plasma potential have a larger the
peak due to pooling of low-energy electrons. The tail of the EED
extended in the skin depth.
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FIG. 8. Consequences of gas pressure on EEDs at 100 W,
MHz, andr 54.5 cm. ~a! 1 mTorr, ~b! 10 mTorr, and~c! 30 mTorr.
EEDs are shown in the skin layer (z50.5 cm), in the middle of the
reactor~5 cm! and near the opposite wall~10 cm!. Electron heating
transition from collisionless at 1 mTorr to collisional at 30 mTor
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plasma potential at 1 mTorr is larger. This EED is best r
resented by a three-temperature Maxwellian distribution:T1
51.4 eV for lower energies near the Ramsauer minim
extending to a few eV, a higher temperatureT256.2 eV for
energies from 5 to 18 eV, and a lower temperatureT3
54.1 eV for higher energies. The EED near the wall opp
site to the coils~10 cm! is less affected by collisionless hea
ing and pooling. This EED can also be represented b
three-temperature distribution:T152.6 eV for energies nea
the Ramsauer minimum~larger than in the center of the re
actor due to less pooling there!, T256.1 eV for energies
from 2 to 15 eV andT353.3 eV for higher energies~also
smaller than in the center of the reactor indicative of be
beyond the range of electrons heated in the skin layer!.

FIG. 9. EEDs for~a! 3 MHz and ~b! 14 MHz at 100 W, 10
mTorr, r 54.5 cm at different heights in the reactor. The inset sho
EEDs at low energies. The longer skin depth and larger Lore
forces at the lower frequency raises the tail of the EED in
middle of the reactor.
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At 10 mTorr, stochastic heating is of less importance.
the skin layer the EED can be again represented by a
Maxwellian distribution with two temperatures: 3.7 and 2
eV. These temperature are considerably lower than thos
the skin layer at 1 mTorr due to the higher collisionality
this pressure. EEDs atz55 and 10 cm are well represente
by three-temperature distributions owing to electrons not
periencing significant collisionless heating. Electron heat
at 30 mTorr is dominated by collisional processes, and so
EEDs resemble Druyvesteyn distributions.

The EEDs obtained at 10 mTorr and 100 W for freque
cies of 3 and 14 MHz are shown in Fig. 9.~See Fig. 7 for
EEDs at 6.78 MHz.! The EEDs at 3 MHz close to the coil
and in the middle of the plasma are depleted at low ener
due to the deeper penetration of rf fields into the plasm
Lorentz acceleration is also more important at the lower f
quency, thereby helping to elevate the tail in the center of
reactor. These EEDs are well represented by bi-Maxwel
distributions. The EED close to the opposite wall, where
effect of collisionless heating is weak, has the lowest ene

s
tz
e

FIG. 10. EEDs obtained when~a! including and~b! excluding
Lorentz acceleration due to the rf magnetic field for 1 mTorr, 1
W, and 3 MHz atr 54.5 cm. When the skin layer is anomalous, t
EED is significantly affected by Lorentz forces.
1-10
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FIG. 11. Plasma properties at 10 mTorr, 200 W, 6.78 MHz.~a!
Theu component of the electric field,~b! phase of the electric field
~c! positive power deposition to electrons, and~d! negative power
deposition by electrons. Extrema in the electric field and pow
deposition occur at and beyond the edge of the classical skin d
06641
r
th.

FIG. 12. Plasma properties at 10 mTorr, 200 W, 13.56 MHz.~a!
Theu component of the electric field,~b! phase of the electric field
~c! positive power deposition to electrons, and~d! negative power
deposition by electrons.
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tail. At 14 MHz, collisionless heating is important only clos
to the coils. The EED in this region is depleted at low en
gies whereas the EED in the middle of the plasma, wh
collisions dominate over stochastic heating, displays thr
temperature distribution features. Close to the opposite w
the EED at 14 MHz is rather similar to that at 3 MHz, bein
beyond the range of electrons heated in the skin layer at
frequencies.

The rf magnetic fields indirectly influence the electr
kinetics by generating rf electric fields that directly trans
power to the electrons. The rf magnetic fields also direc
affect the electron kinetics through the Lorentz force. R
cently, it was suggested that this mechanism could sign
cantly alter the form of EEDs in ICPs@9# and has been cited
as the dominant acceleration method at low frequency
low pressures@7#. These conditions are usually met when t
skin layer is anomalous. The EEDs calculated with and w
out the Lorentz force are shown in Fig. 10 for 1 mTorr, 1
W, and 3 MHz, conditions for which the skin layer is anom
lous. When excluding the Lorentz force, the EED close to
coils is less depleted of low-energy electrons, indicating t
the Lorentz force efficiently sweeps the skin layer of lo
energy electrons.

In the middle of the reactor, the EED is peaked at ve
low energies when neglecting the Lorentz force. This is
consequence of electron pooling towards the center of

FIG. 13. Theu component of the electric field and power dep
sition at 100 W, 10 mTorr,r 54.5 cm for ~a! 6.78 MHz and~b!
13.56 MHz. More layers of positive and negative power deposit
are produced at the higher frequency.
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reactor to the peak in the electric potential. In contrast,
EED with the Lorentz force has a positive slope at very lo
energies and reaches a maximum at about 2 eV due to c
sionless heating. The structure of the EED obtained w
Lorentz force demonstrates that at low pressure and low
quency, when the skin layer is anomalous, the EEDs
strongly affected by noncollisional dynamics not only in t
narrow region near the coils but also in the bulk plasma. T
tail of the EED is correspondingly higher with the Loren
force, a consequence of the long mean free path of the
ally accelerated electrons. The effect of electron pooling w
be overestimated if the Lorentz force is neglected. Close
the opposite wall, neglecting the Lorentz force undere
mates the EED at low energies because too many elect
have pooled from this region towards the maximum in t
plasma potential in the center of the reactor.

The EEDs obtained at higher pressures~.10 mTorr! and
higher frequencies~.10 MHz!, not shown here, are not sig
nificantly affected by the Lorentz force as the skin layer is
best only mildly anomalous. Such dependences of EEDs
pressure and excitation frequency, and the onset of ano
lous behavior, are a consequence of collisionless elec
heating. As such, the nonlocality parameterL5(le f /de f)

2,
where le f is the distribution averaged electron mean fr
path andde f is the characteristic penetration of the rf fie
penetration, characterizes the anomalous nature of the E
le f decreases with pressure andde f decreases with increas
ing frequency. WhenL!1, the skin layer is normal, and th
relation between the current density and the rf electric field
given by Ohm’s law. WhenL>1, the skin layer is anoma
lous and the acceleration of electrons in the skin layer affe
EEDs over much of the reactor.

IV. ANOMALOUS SKIN EFFECT AND NONLOCAL
POWER DEPOSITION

The anomalous skin effect in ICPs@1,7–10,28,40# typi-
cally occurs forL>1; low pressures, where the electro
mean free path is comparable to or exceeds the classical
depth and approaches the size of ICP reactor. While
phenomenon is widely accepted, different mechanisms h
been suggested to explain it@1,9#. The first is based on the
nonlocal conductivity due to the thermal electron motio
Power, transferred from the inductive rf electric field to ele
trons within a normal skin layer, can be transferred by th
mal electron motion to the bulk plasma, and so produces
additional electric field. The second mechanism in part
plains nonlocal behavior in ICPs by the Lorentz force resu
ing from the rf magnetic field. The spatial dependences
electric field and power deposition are discussed in this s
tion to shed additional light on the topic.

The azimuthal component of the electric fieldEu , phase
w, positive power deposition and negative power deposit
for 200 W, 10 mTorr, and 6.78 MHz are shown in Fig. 11.Eu
and w monotonically decrease with distance from the a
tenna in the normal skin layer. Here power deposition
positive, which indicates that power is transferred from t
electric field to the plasma. In the region above the norm
skin layer,Eu and w exhibit extrema and nodes, while th

n
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ELECTRON ENERGY DISTRIBUTIONS AND ANOMALOUS . . . PHYSICAL REVIEW E 66, 066411 ~2002!
power deposition alternates between positive and nega
values resulting from noncollisional transport of electro
This alternating of positive and negative power depositi
experimentally and theoretically obtained by Godyak a
Kolobov @1# and recently calculated by Tyshetskiy, Smoly
kov, and Godyak@41# is ultimately a consequence of ele
trons oscillating out of phase with the local electric field
such a manner that power transfer is to the field, as oppo
to from the field. These electrons are initially accelerated
regions of larger electric field of more opportune phas
closer to the antenna. As a consequence, the maximum
negative power deposition occurs at the edge of the clas
skin depth where electrons, reaching their maximum direc
velocities, encounter an electric field of inappropriate ph
ing. This sequence of events can only occur if thermal m
tion of electrons is significant and mean free paths are c

FIG. 14. ~Color! Negative power deposition~W/cm3! at 100 W,
6.78 MHz for ~a! 10 mTorr and~b! 30 mTorr. Negative power
deposition is more extended at the lower pressure.
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mensurate with the thickness of the skin layer, so t
electrons retain their directed momenta into regions of in
propriate phasing; that is, the skin layer is anomalous.
though nonmonotonically decaying electric fields are of
observed for these conditions, we have found that nega
power deposition also occurs with monotonically decay
electric fields, provided that the appropriate dephasing
curs. These trends are in agreement with the analytical
dictions by Tyshetskiy, Smolyakov, and Godyak@41#.

The electric field, phase, and power deposition for 13
MHz and 200 W~otherwise the same conditions as for 6.
MHz! are shown in Fig. 12.Eu contours are monotonic a
midradius at the higher frequency, while the number of e
trema and nodes for phase are substantially larger than a
lower frequency.Eu is, however, nonmonotonic near the ax
at 13.56 MHz. The increase in frequency also affects
positive and negative power deposition, as the alterna

FIG. 15. ~Color! Negative power deposition~W/cm3! obtained
while neglecting Lorentz force in EMCS at 100 W, 6.78 MHz.~a!
10 mTorr and~b! 30 mTorr.
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A. V. VASENKOV AND M. J. KUSHNER PHYSICAL REVIEW E66, 066411 ~2002!
between positive and negative power deposition is more
quent at the higher frequency. The maximum values of p
tive and negative power deposition increase as the sho
classical skin depth compresses the total power depos
into a smaller volume. The incidence of negative pow
deposition at 13.56 MHz occurs closer to the coils than
does for 6.78 MHz, owing to the decrease in skin depth w
increase in frequency.

The electric field and power deposition atr 54.5 cm as a
function of height are shown in Fig. 13 for 6.78 and 13.
MHz. At 6.78 MHz,Eu displays extrema that correspond
the border between regions of negative and positive po
deposition. As the frequency increases, the skin depth
creases, whereas the magnitude of electric field and, co
spondingly, the ability to deposit power within the norm
skin depth increases. The number of negative power reg
increases with the driving frequency. This dependence
experimentally found by Godyak and Kolobov@1#. The dis-
tance between the middle of the skin layer and the first z
crossing point of power deposition can be estimated by
multiplication of electron thermal velocity inz direction,vz ,
and the half of the rf field period,z05vz(2w)21 @1,27#. Es-
timating vz5

1
3 A2kTe /me at Te53 eV yields 3.4

3107 cm/s. This givesz052.5 cm at 6.78 MHz andz0
51.2 cm at 13.56 MHz, which are in a good agreement w
the results in Fig. 13.

Negative power deposition for 100 W and 6.78 MHz
pressures of 10 and 30 mTorr are shown in Fig. 14. T
spatial distribution of negative power deposition is an in
cation of the collisionless nature of electron transport. T
propensity for negative power deposition decreases with
increase in pressure in large part due to the decrease in m
free path that localizes the interaction between the elect
and electric field to the region at the boundary of the cla
cal skin layer. Negative power deposition extends well
yond the classical skin layer at the lower pressure as m
free paths are commensurately longer.

The consequences of the Lorentz force due to the rf m
netic field on negative power deposition are shown in Fig.
for at the same conditions as in Fig. 14. By neglecting the
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magnetic field and the Lorentz force, we exclude this dom
nantly axial source of acceleration. As a result, electrons
side longer in the normal skin layer and are less likely to
accelerated into regions in which they are dephased with
electric field. As a result, the propensity for negative pow
deposition is less. This is particularly true at the edge of
classical skin layer.

V. CONCLUDING REMARKS

To investigate electron transport in ICPs, a method
modelinge-e collisions in Monte Carlo simulations was de
veloped. In this methode-e collisions are treated with a tes
particle approach using particle-mesh algorithms. T
method was validated by comparing the calculated and m
sured electron densities, temperatures, and electron en
distributions in inductively coupled argon plasmas. The co
sequences ofe-e collisions on the formation of the low
energy portion of EEDs were discussed and we found
the increase in thermal conductivity afforded by thee-e col-
lisions reduces pooling of low-energy electrons near the p
in the plasma potential. It was also found that a decreas
power and an increase of pressure and/or frequency lead
decrease in nonlocal behavior in ICPs. This result indica
that the anomalous skin effect occurs due to the nonco
sional transport of thermal electrons. It was also obser
that when the skin layer is anomalous, the Lorentz fo
significantly affects the EEDs by sweeping low-energy el
trons out of the skin layer. Neglecting the Lorentz force ov
estimates negative power deposition.
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